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Mass Spectrometric Detection of
Ionic and Neutral Species During
Highly Preheated Air Combustion
by Alkali Element Ion Attachment
The use of high temperature and low oxygen concentration air as the oxidizer for regen-
erative combustion has become of increasing interest because this technology results in
higher thermal efficiency, low energy consumption, and reduced emission of pollutants,
such as NOx and CO2, and compact size of the equipment. In this study information is
provided on the effect of preheating the low oxygen concentration air on the formation
and detection of chemical ions and neutral species formed in flames. These ions and
species were detected directly using mass spectrometry. Such information also assists in
determining the combustion mechanism. The intact ionic species have been detected only
at downstream position of the flames. By applying an alkali element (Li1) ion attachment
technique, neutral species, such as Li1-attached ions have been also detected success-
fully. Three specific flame cases have been examined. They include using normal air
(flame I), preheated air (flame II), and preheated air with low (diluted) oxygen concen-
tration in air (flame III). The results show significant change in the spectra of the intact
ionic species and the Li1-adduct neutral species amongst the three flames. The results
also show that preheating the combustion air increases the number of chemical species
formed in the flames. However, these chemical species decrease with low oxygen concen-
tration (diluted) combustion air.@DOI: 10.1115/1.1473158#

Introduction
Combustion with high temperature air at low oxygen concen-

tration has become of increasing interest for achieving very high
thermal efficiency and very low emission of pollutants including
NOx and CO2 @1–7#. The results obtained from several pilot plant
and full-scale studies have shown energy savings of up to about
60% without any adverse effect on the product quality and other
desirable parameters@8,9#. The thermal field uniformity in the
combustion zone using high-temperature air combustion technol-
ogy is far superior to any other combustion methodology@7–10#.
This then results better quality of the resulting product due to far
uniform thermal field in the combustion region. Flames with
highly preheated air with normal and low oxygen concentration
~herein called diluted air for low oxygen concentration! have been
studied using a spectral-video camera@4#. This diagnostics al-
lowed us to examine several important effects of highly preheated
and diluted combustion air on flames and flame signatures.

In this study, a new mass spectrometric detection method has
been developed that also allowed additional information during
combustion with highly preheated and diluted combustion air. A
wide variety of chemical species are produced in a flame during
combustion. Information on these intermediate species is very
useful to determine the combustion mechanism in addition to de-
termining the effect of preheating and diluting the combustion air.
In this study, our focus has been on direct detection of ionic and
neutral species produced in hydrocarbon flames using a quadru-
pole mass spectrometer~Q-MS, Shimadzu QP-1100EX! fitted
with a sampling interface. The diluted combustion air is preheated
to a temperature ofTair51000°C, having 10% O2 concentration in
air, using a specially designed combustion air preheat facility@6#.

Neutral species have been successfully detected by applying an
alkali element~Li1! ion attachment technique@11#.

Experimental Apparatus
A schematic diagram of the experimental apparatus used for

this study is shown in Fig. 1. A test flame was formed with
C3H8/air ~N21O2! mixture using a laboratory scale triple concen-
tric burner having inner diameter of the outermost burner tube
54.0 mm. A mixture of~N21O2! and fuel passed through the
inner and outer openings of the concentric burner, respectively.
This produced ‘‘inverse’’ diffusion flame. A mixture of N21O2
was used instead of the normal combustion air. By changing the
ratio between O2 and N2, the concentration of oxygen in the air
could be easily controlled~O2 could be varied from 21 to 10%!.
The flow rates of the fuel and air~mixture of N21O2! were regu-
lated at 0.22 and 5.5 l/min, respectively. The equivalence ratio,f,
of the flame was changed from 1.0 to 2.0 by changing the oxygen
concentration in the N21O2 mixture. The mixture of N21O2 gas
was electrically heated up to 1000°C before introducing to the
burner head. Without any heating, the N21O2 mixture remains at
the room temperature. A dual-cone interface was fitted on the
mass spectrometer Q-MS~M/Z 10;1000 u! operating under high
vacuum condition so as to introduce the ion species from the
flame ~burning under atmospheric pressure conditions! directly
into the Q-MS. The sampling cone and the skimmer cone of this
interface had 0.2-mm diameter opening. The mass spectrometer
was scanned in 1s from m/z 10 to 1000. Mass spectra were ob-
tained by averaging 30 scans over 30 s time duration.

The length of the flames was as follows: 100 mm with the
normal air~flame I! and highly preheated air~flame II!, and 140
mm with the highly preheated and diluted air~flame III!. The
flame length was considerably higher with diluted high-
temperature combustion air with low oxygen concentration. This
increase in flame length is due to the increase in flow velocity
associated with the volumetric expansion of N21O2 gas from the

Contributed by the Fuels and Combustion Division of THE AMERICAN SOCIETY
OF MECHANICAL ENGINEERSfor publication in ASME JOURNAL OF ENGINEERING
FOR GAS TURBINES AND POWER. Manuscript received by the FC Division Oct. 3,
2000; final revision received by the ASME Headquarters Jan. 28, 2002. Associate
Editor: S. R. Gollahalli.
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air preheats. Low O2 concentration diluted air decreased the burn-
ing rate. The spatial features of the flame were investigated by
taking measurements at several spatial positions from within the
flame as shown in Fig. 2. The top of the interface was inserted to
a position of 10 mm from the burner head along the central axis of
the flame~upstream positionPA!, 50 and 70 mm from the burner

head~middle stream positionPB!, and 20, 15, and 10 mm from
the top of the flame~downstream positionsPC , PD , and PE,
respectively!.

A lithium ion attachment technique has been utilized to detect
the neutral species. Dry aerosol containing lithium was generated
from a solution of lithium hydroxide~1.2 M! using an ultrasonic

Fig. 2 The measurement locations used for investigating the
spatial profiles in the flames. The value in the parentheses rep-
resents the relatively long flame obtained with highly preheated
and diluted air under conditions of TN2¿O2

Ä 1000°C, O2 conc. in
airÄ10%, and fÄ2.0. Fig. 3 Lithium dry aerosol generator

Fig. 1 Experimental setup for the detection of ionic species and neutral species in flames. A :
Electric heater; B : mass spectrometer „Shimadzu QP1100EX …; 1 sampling cone interface „orifice
diameter 0.2 mm …; 2 skimmer cone interface „orifice diameter 0.2 mm …; 3 ion lends „15 mm i.d., 54
mm o.d., and 14 mm in thickness …; 4 quadrupole mass analyzer; 5 channeltron detector; 6
vacuum pump „pressure in MS: 2.7 Ã10À3 Pa…; C: quartz burner head „4.0 mm i.d. …; D lithium dry
aerosol generator.
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nebulizer and electrical heating system as shown in Fig. 3. This
aerosol was introduced into the flow of fuel and N21O2 gas mix-
ture ~from the opening between the inner and outer annuli of the
burner head! at a flow rate of 2.5231023 mol/sec. Thus, the
lithium ion was attached to the neutral species present in the
flame. Consequently, the neutral species became detectable as Li1

ion adducts by the mass spectrometer. The effect of air preheat
and diluted air on combustion characteristics have been investi-

gated by comparing the features of mass spectra obtained for the
three specific flames having normal air~flame I!, highly preheated
air ~flame II!, and highly preheated and diluted air~flame III!.

Results and Discussion

Detection of Intact Ions. Figure 4~a!–~e! shows the mass
spectra of the intact ionic species for flame 1 with normal air at
room temperature, i.e.,TN21O25 20°C, @O2#521% at stoichio-

Fig. 4 The mass spectra detected at five different locations in the flame „from the upstream position PA to the downstream PE
shown in Fig. 2 …. Conditions: TN2¿O2

Ä20°C, O2 conc. in air Ä21%, and fÄ1.0 „flame I ….

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 751

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



metric condition~f51.0!. The data, averaged over 30 seconds~30
scans!, is shown at various points~from the upstream positionPA
to the downstream positionPE! in the flame. The results show that
the ionic species are hardly detected at the upstream positionPA
~at a position of 10 mm downstream from the burner head! and the
middle positionPB ~at a position of 50 mm downstream from the
burner head! in the flame. Even at positionPC ~which is quite
farther downstream of the flame! no ionic species could be de-
tected, see Fig. 4~a!, ~b!, and~c!. However, at positionPD the ion
currents could be clearly detected~see Fig. 4~d!!. Most intense
peaks were observed at the top of the flame~e.g., at positionPE ,
see Fig. 4~e!!. The results show that many species having various
mass numbers are formed at the downstream positions of the
flame.

Figure 5 shows the mass spectrum of the ionic species detected
at downstream positionPE ~10 mm from the flame tip! for flame
II using highly preheated combustion air withTN21O2

5 1000°C,
@O2#521%, andf51.0. The results show that similar to flame I,

the peaks are negligibly small~near to the lower detection limits
of the mass spectrometer! at the upstream positionPA and middle
position PB of the flame at all combustion conditions. These re-
sults suggest that ionization of the chemical species must take
place only at the downstream positions of flame II. In other words,

Fig. 5 The mass spectra detected at the downstream position
PE „10 mm from the flame tip …. Conditions of TN2¿O2Ä 1000°C,
O2 conc. in air Ä21%, and fÄ1.0 „flame II ….

Fig. 6 The mass spectra at the downstream position PE „10
mm from the flame tip …. Conditions TN2¿O2

Ä1000°C, O2 conc. in
airÄ10%, and fÄ2 „flame III ….

Fig. 7 The mass spectra detected with lithium ion attachment
technique at position PE „10 mm from the flame tip …. The flame
conditions used were „a… TN2¿O2Ä20°C, O2 conc. in air Ä21%,
and fÄ1.0 „flame I …; „b… TN2¿O2

Ä1000°C, O2 conc. in air Ä21%,
and fÄ1.0 „flame II …; „c… TN2¿O2

Ä1000°C, O2 conc. in air Ä10%,
and fÄ2.0 „flame III ….
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it takes some time for neutral species to accumulate enough ther-
mal energy to be ionized. Figure 5 also indicates that peak ion
intensity for flame II increases significantly as compared to that
observed for flame I~compare results shown in Fig. 5 with the
results shown in Fig. 4~e! for position PE!. The spectrum shown

Fig. 8 The mass spectra obtained at position PB with lithium
ion attachment technique. The flame conditions used were „a…
TN2¿O2

Ä20°C, O2 conc. in air Ä21%, and fÄ1.0 „flame I …; „b…
TN2¿O2

Ä1000°C, O2 conc. in air Ä21%, and fÄ1.0 „flame II …; „c…
TN2¿O2

Ä1000°C, O2 conc. in air Ä10%, and fÄ2.0 „flame III ….
Fig. 9 The calculated mass spectra of neutral species at posi-
tion PE with lithium attachment technique. The flame condi-
tions were „a… TN2¿O2

Ä20°C, O2 conc. in air Ä21%, and fÄ1.0
„flame I …; „b… TN2¿O2

Ä1000°C, O2 conc. in air Ä21 %, and fÄ1.0
„flame II …; „c… TN2¿O2

Ä1000°C, O2 conc. in air Ä10%, and fÄ2.0
„flame III ….
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in Fig. 5 is mostly flat, which suggests that ionic species having
M/Z from low to high values are produced concurrently in this
flame. The temporal fluctuation of the total ion monitoring signals
was drastically decreased for the highly preheated air flame case.
This suggests that the ionic species produced in this flame are
more stable. Therefore one can conclude that preheated air has a
stabilizing effect on flames. This stabilizing effect is also sup-
ported by our previous paper, which utilized optical measurements
@1#.

Figure 6 shows the mass spectrum of ionic species detected at
the downstream positionPE ~10 mm from the flame tip! of flame
III using highly preheated and diluted air combustion conditions
~TN21O2

51000°C, O2 concentration in air510%, andf 5 2.0!.
Both the peak intensity of the mass spectrum and number of total
ionic species are found to decrease as compared to those presented
in Fig. 5 for flame II. These results, therefore, show that the for-
mation of the ionic species is suppressed under condition of high
temperature and low oxygen concentration combustion air.

Detection of Intact Ions and Neutral Species as Li¿ Adduct
Ions. Figures 7~a!, ~b!, and~c! show the mass spectra obtained
with the lithium ion attachment technique at the positionPE for
flames I, II, and III, respectively. By comparing the total ion moni-
toring ~TIM ! in Fig. 4~e! ~TIMave.5106,380! with Fig. 7~a!
~TIMave.5136,278! for flame I, one can observe an increase in
peak intensity by attaching lithium ion. Similar conclusions can be
made for flame II when Fig. 5~TIMave.5 1,893,923! is compared
with Fig. 7~b! ~TIMave.51,997,318!, and also for flame III when
Fig. 6 ~TIMave.553,873! is compared with Fig. 7~c! ~TIMave.
566,523!.

Measurement of Neutral Species. Figures 8~a!, ~b!, and~c!
show the mass spectra detected at the middle positionPB ~50, 50,
70 mm from the burner head! of the flames I, II, and III, respec-
tively, using lithium adducted ion technique. Although the intact
ions are hardly detected at the middle positionPB ~as mentioned
above! neutral species were clearly detected as Li1 adduct ions.
Considering that these peaks are due to the Li1 adducts of neutral
species, the mass numbers of the species are smaller than the ions.
The results show that various chemical species exist as neutral
species at middle position of the flame, which have been detected
by the lithium ion attachment technique. Similar to the intact ionic
species, they are affected by the combustion conditions, such
as temperature and oxygen concentration of the gas~N21O2!
mixture.

It is to be noted that no ionic species could, however, be de-
tected at positionPA of the flames for the three experimental
flame conditions examined. A reason for this could be that the
lithium elements have not yet ionized at the positionPA . The
ionizing energy of lithium element is 518 kJ/mol. The bond en-
ergy of C-H and C-C bonds is 410 and 350 kJ/mol, respectively.
We also assume that no reaction, and hence the radicals, occurs
before positionA.

Figures 7~a!, ~b!, and~c! show the mass spectra obtained with
the lithium ion attachment technique at the downstream position

PE ~10 mm from the flame top! for flame I, II, and III, respec-
tively. Since the intact ionic species also exist at this positionPE
~as shown in Figs. 4, 5, and 6!, these spectra are regarded as the
sum of the intact and Li1-adduct ions. The differences in intensity
between the spectra shown in Figs. 7~a!, ~b!, and~c! and those of
the intact ionic species alone~shown in Figs. 4, 5, and 6! are
shown in Figs. 9~a!, ~b!, and~c!, respectively. One can view this
as the net peak generated from the neutral species present at the
downstream positionPE . It was experimentally confirmed that
beyond a Li1 concentration of Ca.1.2 M, the ion current becomes
independent of the Li1 concentration and is proportional to the
number density of the radicals. The peak intensity in these spectra
is smaller than that of intact ionic peaks. Thus, the chemical spe-
cies exist as ions at downstream positions of the flame. The aver-
aged TIM ~total ion monitoring! under the three experimental
flame conditions is summarized in Table 1. The relative standard
deviation of these results is less than 10%.

The features observed for flames I and III are very similar. The
only apparent difference is the abundance of ionic and neutral
species in the flames. At every measured experimental position,
the intensity for flame I is about 2 times larger than that for flame
III. In contrast, the most abundant peaks of ionic and neutral spe-
cies are observed for flame II. At positionPB , the intensity of
neutral species is about ten times larger for flame II~TIC5ca.
590,000! than for flame I~TIC5ca. 67,000!. However at position
PE , it is about three times larger for flame II~TIC5ca. 104,000!
than for flame I~TIC5ca. 30,000!. The intensity of ionic species
is about 18 times larger for flame II than for flame I at position
PE . The intensity ratio of neutral species to ionic species at po-
sition PE is 0.28 and 0.05 for flame I and flame II, respectively.
These results indicate that at positionPE most of the species are
ionized in flame II. However, neutral species exist in flame I.
Excitation and ionization of a large amount of species in flame II
have been confirmed experimentally.

At position PB ~e.g., flame I, in Table 1!, no ionic species were
detected and Li1 attached species were found to have about
67,000 counts. However, at positionPE ~within the flame!, ions
without Li1 had an intensity count of about 106,000 counts and
Li1 attached species plus ions had a count of about 136,000.
Thus, Li1 can only attach to the neutral species but not to ionic
species in the flames. This is also reflected in the results obtained
with Li1, which showed ion intensities of about 67,000 and
30,000 counts at locationsPB and PE , respectively. This also
suggests that at locationPB neutral species are abundant while at
positionPE , ionic species are predominant and the neutral species
decrease in number. The rate of Li1 attaching to the neutral spe-
cies seems to be very fast which aids in the detection of species by
this method.

Relationship Between Mass Spectrometry and Emission
Spectroscopy Results. Figure 10 shows the emission spectra of
C2 band~from 450 to 530 nm! for the three flames examined. The
experimental conditions examined here are the same as that given
in our previous paper@4#. The spectra show good similarity except

Table 1 Average value of total ion monitoring „TIM… for three experimental condition at position PB and PE.

Position Flame I Flame II Flame III

~Ionic Species, TIC!
Li* Li* Li*

PB N.D. 66,891 N.D. 591,618 N.D. 35,319
PE 106,380 136,278 1,893,923 1,997,318 55,873 66,523

~Neutral Species!
PB 66,891 591,618 35,319
PE 29,898 103,395 12,650

*TIC total ion current
*N.D. not detected
*Lithium ion attachment
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for the intensity. The three emission spectra show the continuum
background emission, which results from the carbon cluster, or
soot. The intensity of flame I is slightly stronger than that of flame
III. In contrast flame II gives strong background emission and
very well-defined spectra. These results indicate the formation of
carbon cluster, or soot nearly uniformly in Flame I and larger
amounts in flame II. The good agreement obtained between mass
spectrometry and emission spectroscopy results for the flame
properties implies that both techniques provide important features
and flame phenomena in combustion systems~compare Table 1
and Fig. 10!.

Figures 11~a!, ~b!, and~c! show the TIM chromatograms for 50
seconds for the three flames at positionPB using Lithium attach-
ment technique. The CV values are 24.2, 11.9, and 20.6% for
flames I, II, and III, respectively. The values provide an indication
on the rate of fluctuation of ion formation in flames. Flame II had
the least value of flame fluctuation~11.9%!. The large and close
values were observed for flames I and III. These results provide
good agreement with the results obtained using spectroscopy@4#.

Conclusions
In this study, the intact ionic species and neutral species

that exist in flames have been detected using mass spectrometry.
For detecting neutral species, the Li1 adduct technique was de-
veloped and applied. The experimental results have indicated the
following:

1 The neutral species exist predominantly at the mid position
of the flames examined and decrease at downstream position of
the flames. In contrast, the ionic species gradually increase and
exist predominantly at the downstream positions of the flames
examined.

2 Preheating the air results in significant increase in the num-
ber of ionic species and neutral species produced in the flame.

3 Diluting the air results in decrease in the number of ionic and
neutral species produced in the flame.

4 Good agreement has been found between the results obtained
using mass spectrometry and emission spectroscopy.
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Fig. 10 The spectra of the C2 swan band from the flames; „a… flame I, „b… flame II, „c…
flame III

Fig. 11 Fluctuation of TIM at positions PB in the flame; „a…
flame I, „b… flame II, „c… flame III
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Performance Analysis of
Evaporative Biomass Air Turbine
Cycle With Gasification for
Topping Combustion
This paper investigates the performance of a new power cycle, a so called evaporative
biomass air turbine (EvGT-BAT) cycle with gasification for topping combustion. The
process integrates an externally fired gas turbine (EFGT), an evaporative gas turbine
(EvGT), and biomass gasification. Through such integration, the system may provide the
potential for adapting features from different advanced solid-fuel-based power generation
technologies, e.g., externally fired gas turbine, integrated gasification combined cycle
(IGCC), and fluidized bed combustion, thus improving the system performance and re-
ducing the technical difficulties. In the paper, the features of the EvGT-BAT cycle have
been addressed. The thermal efficiencies for different integrations of the gasification for
topping combustion and the heat recovery have been analyzed. By drying the biomass
feedstock, the thermal efficiency of the EvGT-BAT cycle can be increased by more than
three percentage points. The impact of the outlet air temperature of the high-temperature
heat exchanger has also been studied in the present system. Finally, the size of the gasifier
for topping combustion has been compared with the one in IGCC, which illustrates that
the gasifier of the studied system can be much smaller compared to IGCC. The results of
the study will be useful for the future engineering development of advanced solid fuel
power generation technologies.@DOI: 10.1115/1.1492834#

Introduction
Gas turbine systems that enable the use of solid fuels such as

biomass and coal are of importance for future technologies for
electricity production. The issues of the nuclear power phaseout in
some European countries increase the interests for using other
energy resources including biomass for electricity generation. For
example, in Germany, 161 TWh/year of nuclear power will be
replaced by other energy resources by 2021 according to a recent
agreement between the German Government and the nuclear
power industry~European Union@1# and IZE @2#!. In Sweden,
nuclear power today provides about 50% of the total electricity
~Energikommissionen@3#! and the phaseout of nuclear power has
already started. At the same time, the reduction of CO2 emissions
has recently been given great attention by the OECD countries
due to their commitment to Kyoto agreement. Since biomass is a
renewable energy resource and does not contribute to CO2 emis-
sions, using biomass in the place of fossil fuels for power genera-
tion has the potential for reducing CO2 emissions. Therefore, de-
veloping an energy efficient, economically affordable, and
technically reliable power generation system by using biomass
becomes more important.

Sweden has large resources of biomass and the energy supply
from biomass and peat reached 15% of the total energy supply in
1998 ~Energimydigheten@4#!. However, the existing biomass
power plants have low electrical efficiencies~Wahlund et al.@5#!.
Therefore, it is of importance to find a new approach for improv-
ing the biomass power generation systems.

The characteristics of fuels are of major importance when
choosing an option in gas turbine systems. The use of solid fuels
in gas turbines requires the resolution of technology issues which

are of little, or no consequence for conventional natural gas and
refined oil fuels. Some options for producing power and heat us-
ing solid fuels are under development. These are direct solid-fuel
fired gas turbine, integrated gasification combined cycle~IGCC!,
pressurized fluidized-bed combustion~PFBC!, and externally fired
gas turbines~EFGT!. Each of these advanced technologies is at a
different stage of development, but all face some barriers, as for
example, limited operating experience and unproven long-term
reliability, an unwillingness by the risk-averse utilities to accept
products with limited operating experiences, lack of ability to deal
with fluctuating loads and alternative modes of operation, and
high capital costs. Today, the market of cheap natural gas brings
another challenge for using solid fuels such as coal and biomass
for power generation. Therefore, the R&D strategy should focus
on the integration of features of different technologies, e.g.,
PFBC, IGCC, and EFGT~Yan and Eidensten@6#!.

In this paper, a new power cycle so called evaporative biomass
air turbine~EvGT-BAT! cycle with gasification for topping com-
bustion has been studied. The system integrates the externally
fired gas turbine~EFGT!, the evaporative gas turbine~EvGT! and
biomass gasification to improve the performance and use existing
technologies as much as possible.

System Description
Previous work on biomass fired evaporative gas turbine can be

found in Yan et al.@7–9#. The gasification process for topping
combustion has been studied by Wolf and Yan@10#. This paper is
a continued work of these previous studies with the focus on the
integration of the various processes studied earlier. Figure 1 gives
a flowsheet of an existing model presented in Yan et al.@8#. The
model contains the gas turbine system, the solid fuel~biomass!
combustion~SFC!, and the heat recovery~HR! subsystem. The
fuel for the topping combustor in the previous work was natural
gas. For the present paper, natural gas has been replaced with
syngas produced by a steam-based gasification process. Figure 2
shows the integrated system that has been studied in this paper,
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the so-called EvGT-BAT. The furnace provides the main part of
the thermal energy for producing electricity. The high-temperature
heat exchanger~HTHx! heats the air to about 900°C. Before en-
tering the turbine, the air temperature is further increased by mix-
ing with the flue gas from the topping combustion to the required
turbine inlet temperature of 1100°C. In order to further increase
the thermal efficiency of the process, the technology of evapora-
tive gas turbines~EvGT! is used. The thermal energy of the ex-
haust gas from the turbine and the furnace is used for preheating
and humidifying the compressed air before it enters the HTHx. To
produce the fuel gas, steam-based pyrolysis of biomass conducted
in an entrained flow tubular reactor is used. This process is dis-
cussed by Wolf and Yan@10#. A screw feeder transports the feed-
stock to a carrier gas injector. The carrier gas is a high-
temperature product gas, which is accelerated and slightly
pressurized by a compressor. The carrier gas conveys the biomass
very rapidly through an entrained flow tubular reactor. The mix-

ture of product gas and biomass that enters the reactor is heated up
to about 800°C in less than 1 sec. Under these conditions flash
pyrolysis occurs. After pyrolysis, the gaseous products are sepa-
rated from the pyrolysis char by a cyclone and the char is trans-
ported into the SFC. The stream of gaseous products is divided
into a recycle stream, which flows back into the carrier gas injec-
tor, and the product gas stream. The product gas stream passes a
gas cleaning system and if necessary, a water knock out unit.
Since the gasifier suggested in this work operates close to atmo-
spheric pressure, the product gas has to be compressed before it
can be fed into the topping combustor. Syngas leaves the gasifier
at about 800°C and is cooled down to 40°C and then compressed
from 1 to 12 bar. After compression, the syngas of 12 bar and
about 130°C is supplied to the topping combustor. Heat from the
syngas cooler can be recovered in three ways, preheating the syn-
gas stream after the compression, preheating the combustion air

Fig. 1 The system without the gasification unit: GT Ägas turbine, SFC
Äsolid fuel combustion „biomass …, HRÄheat recovery „Yan et al. †8‡…

Fig. 2 Flow sheet of the EvGT-BAT process integrated with gasification
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for the HITAF, or increasing the amount of water evaporated in
the humidifier. In this paper three combinations of these options
have been studied.

Features of the System
The studied system is an approach to use commercially avail-

able equipment as much as possible and new developing technolo-
gies only when necessary. For example, combustion occurs in a
conventional atmospheric furnace. By using topping combustion
to increase the turbine inlet temperature, the temperature of the
high-temperature heat exchanger~HTHx! can be selected in a rea-
sonable temperature range based on the development of the ma-
terial and manufacturing technique. The gasification of biomass to
produce the additional fuel for the topping combustion can be a
simple pyrolysis process, which does not require a high conver-
sion rate from biomass to gaseous fuel because the unconverted
char can be further used in the SFC. The entrained flow tubular
reactor, where the pyrolysis occurs, is housed in the SFC. In this
way an extra building and combustor for the gasification is not
necessary. Cooling down the syngas enables not only the use of a
conventional cool gas cleaning, but also leading to a higher heat-
ing value of the fuel gas~Wolf and Yan @10#!. Besides a high
heating value, steam-based gasification supplies a syngas that con-
tains a very low amount of nitrogen~about 1 Vol%!.

Assumptions for the Process Model
The gasifier is modeled by a heat exchanger for heating the

solid and moist biomass, a yield reactor for simulating the devola-
tilization reaction and a second heat exchanger for heating the
syngas up to the final pyrolysis temperature of about 800°C. The
gas composition listed in Table 1 is assumed to be achieved at a
heating rate of about 1000°C/sec and an operating temperature of
800°C. The heating value of this gas has been calculated as 16
MJ/Nm3.

The heat requirement for the devolatilization reactions has been
calculated by a heat balance based on the lower heating values of
the biomass input and the output of syngas and char. Calculations
showed that most of the energy needed for the pyrolysis is used to
heat the biomass, the syngas, and the char to the required pyroly-
sis temperature. The required amount of energy for the devolatil-
ization reactions is relatively small~Table 2!. In this paper, the
values from Table 2 are used in the model of the gasifier.

Further main assumptions used in the simulations are listed in
Table 3. More detailed assumptions related to externally fired
evaporative gas turbine can be found from the references~Yan
et al. @9# Barone@11#!. The pressure drop in the gasifier has not
been considered in this study.

Results and Discussion
The EvGT-BAT system with biomass gasification for fuel gas

production for topping combustor has been compared with the
EvGT-BAT system with natural gas as the additional fuel~refer-
ence system!. The gasification is integrated into the whole power
process. Thus, excess heat from the gasification process is recov-
ered as much as possible to reduce any efficiency drops due to the
introduction of gasification. The use of a dryer has been consid-
ered for both biomass streams, one entering the gasifier and one
entering the SFC. The impact of the HTHx temperature on the
systems performance is discussed, and finally the flow rate of
biomass feedstock passing the gasifier is compared to the flow rate
required in IGCC.

Efficiency of EvGT-BAT Systems When Introducing Bio-
mass Gassification. The reference system for the present study
is the EvGT-BAT system with natural gas as the additional fuel.
Under the assumptions listed in Table 3, the thermal efficiency of
this process is 42%. When gasification is used, due to the extra
energy demand and the losses during the syngas cooling before
the compression, the total thermal efficiency decreases by almost
four percentage points if heat from the gasification is not recov-
ered. The main loss appears in the product gas cooler. In this
paper three options have been studied to increase the thermal ef-
ficiency:
• using the excess heat for raising the water-to-air ratio of the
compressed air~HR 1!,
• preheating the combustion air entering the HITAF and the syn-
gas before entering the topping combustor~HR 2!, and
• increasing the water-to-air ratio and preheating the combustion
air ~HR 3!.

The possible increase in efficiency if the three modified heat
recovery systems~HR 1–HR 3! are used is shown in Fig. 3. The
first modification of the heat recovery system~HR 1! achieves an

Fig. 3 Comparison of efficiencies between the reference sys-
tem with natural gas as additional fuel „NG… and the EvGT-BAT
system with an integrated gasification „Syngas … and its modifi-
cation to improve the heat recovery „HRx…

Table 1 Pyrolysis gas compositions for flash pyrolysis of
woody biomass with a moisture content of about 14wt% „Wolf
and Yan †10‡…

Component N2 CO H2 CO2 CH4 C2H4 H2O

Vol % 1 47 16 7 14 5 9

Table 2 Results of the heat balance for the devolatilization re-
actions „Yan et al. †7‡, Wolf †14‡, and Williams and Beslere †15‡…

Stream LHV~MJ/kg! wt %
Total Energy
(MJ/kgBiomass)

Biomass 8.25 100 8.25
Syngas 7,9 93 9.59
Char 32 7

Required devolatilization energy 1.34

Table 3 Input data

Subsystem Description Assumption

Gasifier operating temperature
fuel gas compressor isentropic efficiency

pressure ratio

800°C
0.9
2.5

Turbine air compressor isentropic efficiency
turbine isentropic efficiency

inlet temperature
pressure ratio

0.88
0,9

1100°C
12

Solid Fuel biomass LHV
moisture content

8.25 MJ/kg
50%

Heat
Generation

outlet temp. topping combustor
HTHx outlet air temperature

syngas temperature

1120°C
900°C
800°C

Heat
Recovery
Subsystem

preheated combustion air
make up water

max. outlet air temp. of the recuperator
minimum stack gas temperature

365°C
9°C

500°C
100°C
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efficiency increase of 1.5 percentage points compared to the syn-
gas case, where heat from the gasifier is not recovered. The water-
to-air ratio raises to 23.6%, thus the larger mass flow through the
turbine results in a higher work output from the turbine. The sec-
ond modification~HR 2! achieves an efficiency increase of 2.3
percentage points without changing the water-to-air ratio. This
case leads to a decrease in the fuel consumption of the furnace
~7.9% less biomass! and in the gasification process~1.5% less
biomass!. However, the low temperature heat~,130°C! cannot be
used because after compression, the syngas has a temperature of
about 120°C. A combination of both modifications, preheating the
combustion air, and raising the water-to-air ratio from 19.5 to 21%
~HR 3! leads to an overall thermal efficiency of 41.13%. This
efficiency is less than one percentage point lower than the refer-
ence system with natural gas. This shows the gasification process,
if well integrated into the whole process, does not inevitably cause
a large drop in efficiency.

Increase of Efficiency When a Drier is Used. A further in-
crease in the thermal efficiency can be achieved by drying the
biomass feedstock. It has been assumed that the biomass leaves
the drier at a temperature of 70°C. Figure 4 shows that drying
only the biomass that enters the gasification does not lead to a
significant increase in efficiency. This is because the flow rate of
biomass feedstock to the gasifier is smaller. A different result is
achieved by drying both biomass streams entering the gasifier and
the furnace. This leads to a significant increase in the overall
efficiency. It is also important to consider that the lower amount of
flue gas from the furnace means less energy is available for the
HR. Thus, the water-to-air ratio and the net power decrease.

Regardless of whether natural gas or syngas is used for the
topping combustion, the thermal efficiency increases with 8% if
the biomass is dried from 50% to 10% moisture content.

Impacts of the HTHx Operation Temperature. The devel-
opment of HTHx is of importance for externally fired gas turbine
systems. Thus, the impact of the HTHx temperature on system
performance has been studied. The temperature of HTHx will af-
fect the feedstock flow rate~biomass! into the topping combustion
via the gasifier and into the solid fuel furnace. Figure 5 shows the
flow rate of the feedstock and the efficiency versus the HTHx
temperature. The simulations show that at higher temperatures,
the major part of biomass feedstock is consumed in the solid fuel
combustion. The higher the HTHx operation temperature is, the
less fuel gas is required to increase the temperature to the TIT.
Thus the gasifier can be designed smaller. On the other hand, the
less fuel gas that enters the topping combustor, the less its exhaust
mass flow, thus the air stream has to be increased in order to
produce the same amount of power in the turbine. Therewith, in
the case of a higher HTHx temperature, the heat requirement for

the SFC increases because the temperature that must be reached is
higher while at the same time the mass flow rate of the com-
pressed air is larger. The efficiency of the process confirms that for
the above-mentioned reason, very high HTHx temperatures are
not meaningful in the EvGT-BAT system. This effect is a special
feature of the present system in which the gasifier is housed in the
solid fuel combustion chamber like a heat exchanger. An in-
creased syngas production leads simultaneously to an increased
amount of char, which is used as additional fuel in the solid fuel
combustion. However, it is not possible to decrease the input in
the furnace by much, because the increasing biomass stream pass-
ing the gasifier has to be heated and gasified. It will increasingly
become complicated to design the solid fuel furnace if the size of
the entrained flow tubular gasifier increases and at the same time
the feedstock for the furnace and its dimension decreases. Further-
more, the investment cost for the gasifier, the gas compressor, the
gas cooler, and the syngas cleaning system will rise. However, by
further analyzing the EvGT-BAT system, an optimum HTHx tem-
perature considering the overall efficiency and the investment cost
might be found.

Comparison of the Size of the Gasifier in EvGT-BAT and
IGCC. The high investment cost for gasification in IGCC is one
of the obstacles for adopting this technology in commercial appli-
cations. An advantage of the EvGT-BAT system in comparison to
IGCC is the lower flow rate of fuel gas that is needed to heat the
compressed air to the turbine inlet temperature. This will greatly
reduce the size of gasifiers in EvGT-BAT compared to the IGCC
by reaching about the same thermal efficiency between 41–46%
~Foster-Pegg@12#!. In IGCC, the compressed air has a temperature
of about 190°C when it leaves the compressor and enters the
turbine combustor. This temperature is much lower than the one of
the compressed air that enters the topping combustor in the
present system. As the gasifier is housed in the solid fuel combus-
tion, the present system gives a further advantageous feature. All
required energy for heating the biomass feedstock and sustaining
the devolatilization during the gasification comes from the solid
fuel furnace. In an IGCC, this energy must also be produced in the
gasifier by either burning syngas or using partial oxidation, which
increases the biomass throughput in the gasifier. In the EvGT-BAT
system, a steam-based gasification is suggested. Steam-based gas-
ification supplies a fuel gas with a heating value up to 16 MJ/Nm3

when the water vapor concentration of the product gas is about 7
Vol% ~Wolf and Yan@10#!. If steam-based gasification is used in
both technologies and for the EvGT-BAT system a HTHx tem-
perature of 750°C is assumed, the biomass stream passing the
gasifier in EvGT-BAT is one-sixth the one in IGCC. This means
the reactor volume of the gasifier in IGCC will be six times the
one in EvGT-BAT. When increasing the HTHx temperature to
900°C, the biomass flow rate in IGCC will be about 12 times the
one in the EvGT-BAT system~Fig. 6!.

Fig. 4 Efficiency improvements when drying the biomass
feedstock. 1 Äonly the biomass for the gasification process is
dried; 2 Äall biomass is dried; 3 Äreference system with natural
gas and no drying; 4 Äreference system with natural gas when
all biomass is dried.

Fig. 5 Biomass flow rate into the furnace „SFC… and the gas-
ifier and the resulting efficiency versus HTHx operation tem-
perature „TIT constant at 1100°C …
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The advantages of a smaller size and no requirement for high
gasification conversion for the gasification in EvGT-BAT~because
the unconverted char can be further used in the furnace! give a
great potential to reduce the investment cost.

Discussion on Technical Issues.Since the main objective of
this paper is to investigate the performance of the system, some of
the technical issues have not been studied. For example biomass
fuels contain a significant amount of fuel-bound nitrogen, which
may convert into NOx in the combustion process. Topping com-
bustion is still a relatively new and novel concept and needs fur-
ther development. Some work regarding topping combustion in
PFBC applications has been carried out by Domeracki et al.@13#.
Combustion of humid air with lower or medium-heating-value
fuels is an interesting area for further investigation.

Conclusions
A new process, called EvGT-BAT, which integrates the features

of IGCC, EFGT, and EvGT is introduced. The efficiency and main
flow rates have been studied while changing the moisture content
of the biomass feedstock and the temperature of the high-
temperature heat exchanger. The results of the study are:
• the process converts solid fuel as biomass into electrical power
with a thermal efficiency of more than 41% if the raw biomass has
a moisture content of 50% and the temperature in the high-
temperature heat exchanger is 900°C. If a drier is used this effi-
ciency can be increased to about 44.5%.
• it is possible to integrate the gasification process into the whole
cycle so that the efficiency drop is just 1% in comparison to a
system with natural gas as the additional gaseous fuel for topping
combustion.
• a comparison between the required fuel gas generation for IGCC
and the presented EvGT-BAT system shows that the EvGT-BAT
system has a great potential to reduce investment costs for the
gasification section of the cycle.
• contrary to EFGT, the optimum temperature of the high-
temperature heat exchanger is not as high as the turbine inlet
temperature. A lower temperature results in higher requirements
for the gasification process, but also a higher efficiency, while
a higher temperature leads to a smaller gasifier, but efficiency
decreases.
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SFC 5 solid fuel combustion
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Fuel Droplet Evaporation in a
Supercritical Environment
This paper reports a numerical investigation of the transcritical droplet vaporization
phenomena. The simulation is based on the time-dependent conservation equations for
liquid and gas phases, pressure-dependent variable thermophysical properties, and a
detailed treatment of liquid-vapor phase equilibrium at the droplet surface. The numerical
solution of the two-phase equations employs an arbitrary Eulerian-Lagrangian, explicit-
implicit method with a dynamically adaptive mesh. Three different equations of state
(EOS), namely the Redlich-Kwong (RK), the Peng-Robinson (PR), and Soave-Redlich-
Kwong (SRK) EOS, are employed to represent phase equilibrium at the droplet surface. In
addition, two different methods are used to determine the liquid density. Results indicate
that the predictions of RK-EOS are significantly different from those obtained by using the
RK-EOS and SRK-EOS. For the phase-equilibrium of n-heptane-nitrogen system, the
RK-EOS predicts higher liquid-phase solubility of nitrogen, higher fuel vapor concentra-
tion, lower critical-mixing-state temperature, and lower enthalpy of vaporization. As a
consequence, it significantly overpredicts droplet vaporization rates, and underpredicts
droplet lifetimes compared to those predicted by PR and SRK-EOS. In contrast, predic-
tions using the PR-EOS and SRK-EOS show excellent agreement with each other and with
experimental data over a wide range of conditions. A detailed investigation of the
transcritical droplet vaporization phenomena indicates that at low to moderate ambient
temperatures, the droplet lifetime first increases and then decreases as the ambient pres-
sure is increased. At high ambient temperatures, however, the droplet lifetime decreases
monotonically with pressure. This behavior is in accord with the reported experimental
data. @DOI: 10.1115/1.1385198#

Introduction

Droplet gasification in high-pressure environments, where the
thermodynamic conditions correspond to the supercritical state of
the liquid fuel, is important in diesel engines, liquid rockets, and
gas turbine combustors. In jet engines used in military applica-
tions, the liquid fuel is the primary coolant for on-board heat
sources, and may attain a critical state before it is ‘‘atomized.’’
The gas turbine combustors used in propulsion applications are
being designed to operate at increasingly higher pressures, which
may exceed the critical pressure of the fuel. The modeling of
transcritical droplet vaporization also represents a scientifically
challenging problem, since the conventional ‘‘low-pressure’’ drop-
let models are generally not valid at high-pressure conditions. For
example, the gas-phase nonidealities and the liquid-phase solubil-
ity of gases are negligible at low pressures, but become essential
considerations at high pressures. Consequently, a single-
component fuel droplet would assume a multicomponent behav-
ior, and liquid mass transport in the droplet interior would become
an important process. Secondly, as the droplet surface approaches
the transcritical state, the latent heat reduces to zero, and the gas
and liquid densities become equal at the droplet surface. Then,
transient effects in the gas phase would become as important as
those in the liquid phase, since the characteristic times for trans-
port processes in the two phases become comparable. In addition,
the liquid and gas-phase thermophysical properties become
pressure-dependent. Also, under convective conditions, the drop-

let distortion and breakup become important processes, as the sur-
face tension is greatly diminished and approaches zero at the criti-
cal point.

Due to its significant practical and fundamental relevance, the
supercritical droplet gasification phenomena has been a subject of
many theoretical and experimental investigations. Manrique and
Borman @1# presented a methodology to consider several high-
pressure effects in a quasi-steady model that was based on the
Redlich-Kwong~RK-EOS! equation of state~@2#!. In a subsequent
study~@3#!, it was demonstrated that the effects due to thermody-
namic nondealities and property variations modified the vaporiza-
tion behavior significantly. Lazar and Faeth@4# and Canada and
Faeth @5# also employed RK-EOS to develop a high-pressure
model to investigate steady-state droplet vaporization and com-
bustion for hydrocarbon fuels. They found the droplet burning-
rate predictions of the high-pressure model to be similar to those
of a conventional low-pressure model. In addition, the results of
both models were in fair agreement with their experimental data.
Matlosz et al.@6# developed a high-pressure model in which the
gas-phase unsteadiness and real gas effects were included, while
the gas absorption in liquid droplet was neglected.

Curtis and Farrell@7,8# developed a high-pressure model, using
the Peng-Robinson~PR-EOS! equation of state~@9#! that predicted
the droplet vaporization rate, temperature, and the critical mixing
state. It was shown that for droplet vaporization under conditions
similar to those in diesel engines, the anomalies in transport prop-
erties near the critical mixing state were insignificant. Hsieh et al.
@10# reported a comprehensive analysis of the high-pressure drop-
let vaporization phenomena in binary and ternary systems at a
temperature of 2000 K. The Soave-Redlich-Kwong equation of
state~SRK-EOS! ~@11#! was employed in the analysis. In a sub-
sequent study, Shuen et al.@12# extended their high-pressure
model to examine the combustion behavior of an n-pentane drop-
let under subcritical and supercritical conditions. Their results in-
dicated a continuous increase in the droplet gasification rate with
pressure, with a more rapid increment occurring near the critical
burning pressure of the fuel. Delpanque and Sirignano@13# also
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considered a transient, spherically symmetric model to investigate
transient gasification of a liquid oxygen droplet in gaseous hydro-
gen at high pressures. It was noted that at supercritical pressures,
the droplet surface temperature reaches the critical mixing value.
Jia and Gogos@14,15# employed the PR-EOS to quantify the ef-
fect of liquid-phase gas solubility on the vaporization of an
n-hexane droplet for a range of ambient pressures and tempera-
tures. The variation of droplet lifetime with pressure was shown to
exhibit a maximum at low ambient temperatures, but to decrease
monotonically with pressure at high ambient temperatures. Sten-
gel et al.@16# employed the SRK-EOS to examine the vaporiza-
tion behavior of freely falling n-heptane droplets in a nitrogen
environment. Results from a quasi-steady droplet model were
compared with measurements for ambient pressure up to 40 atm.
Aggarwal et al.@17# also reported a quasi-steady high-pressure
model that used the PR-EOS and considered the thermophysical
properties to be pressure-dependent. The transient liquid-phase
processes were also included in the model. The computed vapor-
ization histories were shown to compare well with the measure-
ments of Stengel et al.@16#.

An important result from several numerical and experimental
investigations~@18–21#! is that a droplet does not immediately
attain the critical mixing state as it is introduced into an ambient
where the pressure and temperature exceed the thermodynamic
critical point of the liquid fuel. Also, while most studies indicate
that the droplet surface generally reaches the critical mixing state
at some pressure that is much higher than the fuel critical pres-
sure, they report a wide scatter in the minimum ambient pressure
required for the attainment of the critical state. The literature re-
view also indicates that several different EOS have been em-
ployed to represent the liquid-vapor phase equilibrium at the drop-
let surface. Clearly, an accurate representation of phase
equilibrium is essential for a realistic simulation of droplet evapo-
ration at high pressures. Previous studies have not examined in
detail the accuracy of various EOS and their effects on the pre-
dicted transcritical/supercritical droplet vaporization behavior.
The present study is motivated by these considerations.

In the present study, a comprehensive model is developed to
investigate the transcritical droplet vaporization phenomena. The
model is first used to examine the effects of different EOS on the
prediction of phase equilibrium for an n-heptane-nitrogen system,
as well as on the prediction of droplet gasification rate in a super-
critical environment. A detailed numerical study is then conducted
to characterize the transcritical vaporization phenomena, includ-
ing the transition from subcritical to supercritical state, and the
subsequent supercritical droplet gasification behavior.

Problem Formulation
The physical problem described here considers the transient gas

and liquid-phase processes associated with an isolated fuel drop-
let. The droplet, which is initially at a subcritical state, is suddenly
introduced into a stagnant gas environment with its thermody-
namic state in the supercritical regime of the fuel species. In the
following, we describe the transient two-phase governing equa-
tions in a spherical coordinate system, along with the interphase
conditions at the droplet surface.

For the gas-phase region,r .r s(t), the governing equations in-
clude the conservation equations for species, momentum, energy,
and the equation of state~EOS!:
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f 1~p,T,r1 ,r2 , . . . ,rN!50. (4)

In the above equations,Dk , rk , and hk are, respectively, the
diffusion coefficient, density, and specific enthalpy ofkth species.
N is the total number of species. Further,k, m, and l are the
thermal conductivity, viscosity, and second viscosity coefficient,
respectively. Equation~4! represents a P-V-T relation for the fluid
mixture. A cubic EOS is employed, which can be written in a
general form as~@22#!
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RT

V2b
2

a

V21ubV1wb2 (5)

where a and b are functions of temperature and species mole
fractions.u andw are constants. Their values are:u52, w521
for PR-EOS; andu51, w50 for SRK-EOS and RK-EOS.

For the liquid-phase region,r ,r s , the governing equations for
the liquid temperature and species mass fractions are
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Boundary Conditions
The boundary conditions at the droplet center (r 50) are:

]Tl /]r 50 and ]rk /]r 5, and those atr→` are: T→T` , p
→p` , andrk→rk` . At the droplet surface,r 5r s , the condition
of mass and energy conservation, and thermodynamic equilibrium
are
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f 2~Ts ,Ps ,X1s ,X2s , . . . ,XNs ,Y1s ,Y2s , . . . ,YNs!50 (10)

whereXis andYis represent, respectively, the liquid and gas-phase
mole fractions of ith species at the droplet surface. The specific
form of Eq. ~10! can be derived from the condition of thermody-
namic and mechanical equilibrium at the droplet surface. At low
pressures, the equilibrium is normally expressed by the Raoult’s
law. At elevated pressures, however, it should be described from a
more general thermodynamic consideration, as discussed in the
next section.

In a supercritical environment, depending on the ambient and
droplet properties, the droplet may experience a thermodynamic
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state transition from subcritical to supercritical. Equations~8!–
~10! are only applicable until the droplet surface reaches a critical
mixing point. The subsequent droplet regression is then character-
ized by the motion of the critical surface which moves inward
continuously.

Vapor-Liquid Equilibrium at the Drop Surface
The vapor-liquid equilibrium at the droplet surface is repre-

sented by the equality of temperature and pressure, and the fugac-
ity of each species in the gas and liquid phases. The equality of
fugacity of speciesk is expressed as

fk
vYk5fk

l Xk (11)

where the superscriptsv andl refer to the vapor and liquid phase,
respectively.fk is a function of pressure, temperature, and com-
position. It is given by the following relation:
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wherenj is the mole number ofj th species. By substituting the
equation of state~5! into Eq. ~12!, the fugacity of thekth species
in the liquid and gas phase mixture is given by~@22#!:
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The binary interaction coefficientkk j in the above equation is
taken from Knapp et al.@23#. It is 0.1441 for PR-EOS, and 0.1422
for SRK and RK-EOS. Equations~11!–~13! provide the basic
relations for vapor-liquid equilibrium calculation. These equations
along with Eqs.~8!–~9! provide a closed system to determine the
temperature and species mole fractions at the droplet surface. It
represents a system of highly nonlinear algebraic equations that
need to be solved iteratively at each time-step.

For a multicomponent mixture, the latent heat of vaporization
of each species is defined as the difference between the partial
molar enthalpy of that species in the vapor and liquid phases. The
following thermodynamic relation then gives the partial molar en-
thalpy of kth species:

H̄k2H̄k
052RT2

]

]T
~ ln fk! (14)

where the superscript 0 denotes the quantity in an ideal state.
Equation~14! is solved iteratively along with Eqs.~8!–~9! and
~11!–~13!.

Thermophysical Properties
The gas and liquid-phase thermo-transport properties are con-

sidered function of pressure, temperature, and composition. The
method suggested by Chung et al.@24# is employed to calculate
the thermal conductivity and viscosity of the gas mixture at high
pressures. The binary mass diffusivity is calculated by using the
Chapman-Enskog theory in conjunction with the collision inte-

grals given by Neufeld et al.~@25#!. It is then corrected for pres-
sure effects by using the Takahashi correlation~@26#!. For a mul-
ticomponent mixture, the effective diffusivity is obtained by using
the formula given by Bird et al.@27#. The gas density is calculated
directly from the EOS employed. For the enthalpy of gas mixture,
the enthalpy of pure components is obtained from JANAF tables.
A generalized thermodynamic correlation based on three-
parameter corresponding states~@28#! is then used to calculate the
enthalpy correction for high-pressure effects. Then, the specific
internal energy of gas mixture in Eq.~3! is given by
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which relates the energy Eq.~3! to the equation of state~4!
through the gas temperature.

The heat capacity of pure liquid components is calculated by a
fourth-order polynomial of temperature, and then extended to liq-
uid mixture using the mixture rule of Filippov@29#. The liquid
mass diffusivity and thermal conductivity are obtained by using
the correlations of Nakanishi@30# and Chung@24# respectively. In
the present study, two different methods are employed to deter-
mine the liquid density. In the first, the liquid density is obtained
directly from the EOS employed, while in the second, it is calcu-
lated by using the formulas suggested by Hankinson and Thomson
@31# along with the high-pressure correction given by Thomson
et al. @32#.

Numerical Method
An arbitrary Lagrangian-Eulerian numerical method with a dy-

namically adaptive mesh is used to solve the governing equations.
The solution procedure is as follows:~i! calculate explicitly the
contributions of the diffusion and source terms in the gas-phase
equations;~ii ! calculate implicitly the terms associated with the
acoustic pressure in the gas-phase equations;~iii ! compute new
mesh distribution with the adaptive mesh method, and then the
convection terms in the gas-phase equations; and~iv! based on the
solutions of above steps, solve implicitly the gas-phase equations,
along with the liquid-phase equations as well as the droplet sur-
face and vapor-liquid equilibrium equations.

The adaptive mesh technique is very effective in improving the
calculation efficiency. For the supercritical vaporization calcula-
tions here, the results show that the minimum number of grid
points required to get a grid-independent solution is about 600 for
a uniform grid. However, using the adaptive mesh technique, the
number of grid points is reduced to 180. A variable time-step is
employed. It is calculated automatically based on the stability
restrictions of explicit convection and diffusion processes.

Results and Discussion
The present simulations consider an n-heptane droplet evapo-

rating in a high-pressure nitrogen environment. The first set of
results focuses on a comparison of the thermodynamic phase equi-
librium obtained by using the PR, SRK, and RK-EOS. Figure 1
shows a comparison of the phase-equilibrium predictions of PR,
SRK, and RK-EOS at four different pressures. An important ob-
servation is that PR and SRK-EOS predict essentially the same
equilibrium composition, including the fuel vapor mole fraction
and the liquid-phase solubility of nitrogen, over a wide pressure
range. In contrast, the predictions of RK-EOS exhibit significant
differences from those of PR and SRK-EOS. In both the subcriti-
cal and supercritical regimes, the RK-EOS predicts higher fuel
vapor mole fraction, which implies that it would yield higher
droplet gasification rate compared to that using the PR and SRK-
EOS. In addition, the RK-EOS predicts higher liquid-phase solu-
bility of nitrogen in the supercritical regime (Pr.1.0). The criti-
cal mixing point obtained by using RK-EOS is also different from
that using the other two EOS. The temperatures at the critical
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mixing point predicted by RK-EOS are 1.9 and 8.4 percent lower
than those predicted by the other two EOS at Pr52.5 and 5.0,
respectively. In addition, results for Pr52.5 and 5.0 indicate that
while the phase-equilibrium predictions of PR and SRK-EOS
show good agreement with the experimental data@23# those of
RK-EOS show significant differences.

Another important observation from Fig. 1 deals with the solu-
bility of nitrogen into liquid at different ambient pressures and
temperatures. At supercritical pressures, the amount of gas ab-
sorbed in liquid becomes significant, and increases as the ambient
temperature and pressure are increased. This implies that in super-
critical environments, the liquid mass transport becomes impor-
tant and a pure fuel droplet exhibits multicomponent behavior.
Also notable in Fig. 1 is that the critical mixing temperature~de-
fined by the critical mixing point! decreases as the pressure is
increased. This is indicated more clearly in Fig. 2~a!, which shows
the pressure-temperature diagram for an n-heptane-nitrogen sys-
tem in equilibrium. Again, the difference between the prediction
of RK-EOS and those of SRK and RK-EOS at supercritical pres-

sures is significant. Figure 2~b! shows the variation of latent heat
of vaporization of n-heptane with temperature as predicted by PR,
SRK, and RK-EOS. The heat of vaporization decreases as the
temperature and/or pressure is increased, and drops to zero at the
critical point. The predictions of PR and SRK-EOS are again in
good agreement with each other, while those of RK-EOS exhibit
noticeable differences, with RK-EOS underpredicting the heat of
vaporization significantly. Clearly, this has important implications
for predicting the droplet vaporization rate at supercritical condi-
tions using different EOS.

We now focus on the transient vaporization behavior of an
n-heptane droplet which at timet50 is introduced into a high-
pressure nitrogen environment. Figure 3 shows the droplet life-
time computed by using different EOS and plotted as a function of
ambient pressure and temperatures. Here, the droplet lifetime is
defined when the nondimensional droplet surface area reaches a
value of 0.2, and it is normalized by using a characteristic time as
do

2/b, wheredo is the initial diameter, andb is the vaporization

Fig. 1 Mole fraction of n-heptane predicted by PR, SRK, and RK-EOS for an
n-heptane-nitrogen system in thermodynamic equilibrium at four different pres-
sures. Pr is the reduced pressure normalized by the critical pressure of pure
n-heptane. The experimental data from Chung et al. †23‡, for PrÄ2.5 and 5.0, are
also included in the plots.

Fig. 2 „a… Phase equilibrium in terms of the pressure-temperature dia-
gram and „b… latent heat of vaporization of n-heptane versus temperature
for n-heptane-nitrogen system in thermodynamic equilibrium, as pre-
dicted by PR, SRK, and RK-EOS at three different pressures. See Fig. 1
for additional details.
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constant computed atp51 atm andTa5750 K. At high ambient
temperatures, the droplet lifetime decreases monotonically as the
ambient pressure is increased. However, at low to moderate am-
bient temperatures, the droplet lifetime first increases and then
decreases as the ambient pressure is increased. This behavior is
consistent with the reported experimental results~@18#!, and can
be explained as follows:

An increase in ambient pressure leads to the following effects:
~i! the droplet heatup time increases and becomes a more signifi-
cant part of droplet lifetime, since the fuel boiling temperature
increases continuously with pressure until the droplet surface
reaches a critical state, see Fig. 2~a!; ~ii ! the mass transfer number
B, which is generally expressed asB5cp•(Ta2Ts)/L, decreases
as p is increased, sinceTs increases with pressure; and~iii ! the
latent heat of vaporization~L! decreases and goes to zero as the
droplet surface reaches a critical mixing point, see Fig. 2~b!. At
low to moderate ambient temperatures, the first two effects domi-
nate, and, consequently, the droplet lifetime increases with pres-
sure. At higher pressures, however, the third effect becomes domi-
nant, since the heat of vaporization decreases drastically and goes
to zero at the critical mixing point. Consequently, as indicated in
Fig. 3 for ambient temperatures of 500 and 750 K, the droplet
lifetime decreases with pressure at high pressures. Also, when the
ambient temperature is sufficiently high, the first two effects be-
come relatively less sensitive to pressure compared with the third
effect, and the droplet lifetime decreases continuously as the am-
bient pressure is increased. These results also imply that the life-
time of a combusting droplet would decrease monotonically with
increasing ambient pressure. This observation is well corroborated
by experimental studies~@20#!.

The sensitivity of the computed droplet lifetime to different
EOS is also illustrated in Fig. 3. For all the cases examined, the
lifetime predictions using PR-EOS and SRK-EOS are in good
agreement with each other, except for small differences at low
ambient temperatures (T5500 K) and at high pressures (p
.60 atm). In contrast, at moderate ambient temperatures (Ta
5750 K), RK-EOS significantly underpredicts the droplet life-
time compared with those obtained by using PR and SRK-EOS.
This can be attributed to the fact that for given ambient tempera-
ture and pressure, RK-EOS predicts higher fuel vapor mole frac-
tion at the droplet surface and lower heat of vaporization com-
pared with those predicted by PR and SRK-EOS, see Figs. 1 and
2~b!. At high ambient temperatures, however, the differences in
the lifetime predictions using the three EOS are insignificant. This
implies that the predicted gasification behavior of a combusting
droplet may not be very sensitive to the particular EOS used.

Figure 4 shows the final temperature and fuel vapor mass frac-
tion at the droplet surface plotted versus the ambient pressure.

Again, the predictions of SRK and PR-EOS are in close agree-
ment with each other over a wide pressure range, except for small
deviations after the droplet surface reaches the critical mixing
state. The predicted droplet surface temperature using RK-EOS is
lower than that predicted by the other two EOS. More importantly,
the predicted fuel vapor mass fraction using RK-EOS is higher
compared to those obtained by using SRK and PR-EOS prior to
the attainment of critical state and lower after the critical state.
This is consistent with the phase-equilibrium results presented in
Fig. 1, which indicates higher fuel vapor mass fraction for RK-
EOS. The results forPr55.0 in Fig. 1 also indicate that with
RK-EOS, the critical mixing point is attained at a lower tempera-
ture compared to that with the other two EOS. After the critical
mixing point, the final temperature and fuel vapor mass fraction at
the droplet surface decrease as the pressure is increased. This
behavior is consistent with the phase-equilibrium results shown in
Fig. 2~a!, which indicates that the critical temperature decreases
with critical pressure, as well as with those reported by Shuen
et al. @12# and Jia and Gogos@14#.

The literature indicates a wide scatter in the minimum ambient
pressure required for attaining a critical mixing state at the droplet
surface. Clearly, a reliable supercritical droplet gasification model
should provide an accurate value of this pressure. As indicated in
Fig. 4, at an ambient temperature of 1000 K, the minimum ambi-
ent pressure predicted by using PR and SRK-EOS is 120 atm
(Pr54.44), while that by using RK-EOS is 100 atm (Pr
53.70).

Figure 5 shows a comparison between our predictions and the
measurements of Nomura et al.@21#. Results are presented in
terms of the temporal variation of nondimensional surface area

Fig. 3 Non-dimensional droplet lifetime, predicted by PR,
SRK, and RK-EOS, plotted versus pressure at three different
ambient temperatures

Fig. 4 Final temperature and fuel vapor mass fraction at the
droplet surface plotted as functions of pressure. The ambient
temperature „Ta… is 1000 K, and initial droplet temperature „To…

300 K. The final time corresponds to a time when „d Õd o…
2

Ä0.2.
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obtained by using the three EOS for two different ambient condi-
tions. In order to examine the effect of liquid density on predic-
tions, the computed results are shown for two cases. An important
observation is that using PR-EOS, the simulations reproduce ex-
perimental results quite well over a wide range of pressures. The
numerical results obtained by using SRK-EOS are also in good
agreement with experimental data, while those obtained by using
RK-EOS exhibit significant differences, especially for the high-
pressure case. Consistent with the earlier discussion, the RK-EOS
significantly overpredicts the vaporization rate. For example, for
p550 atm and at a nondimensional time of 8, the numerical
model based on RK-EOS predicts a nondimensional surface area
of 0.2 compared to the experimental value of 0.6. The predictions

of RK-EOS show improvement when the liquid density is calcu-
lated by the empirical formula, but still deviate noticeably from
the experimental data.

In order to examine the supercritical droplet vaporization phe-
nomena, we plot some important gas and liquid-phase properties
during the transcritical state. Figure 6 shows the temporal varia-
tion of droplet surface area, surface temperature and liquid tem-
perature at the droplet center for an ambient pressure of 120 atm.
The predictions are based on PR-EOS with liquid density calcu-
lated by using the empirical formula. As indicated, the droplet
surface, which is initially at a subcritical state, reaches the critical
mixing state during later part of droplet lifetime. Furthermore, as
the ambient temperature is increased, the surface temperature rises

Fig. 5 „a… Comparison between the predictions using PR, SRK, and RK-EOS and
the measured data of Nomura et al. †21‡ at PÄ5 atm and TaÄ655 K. „b… compari-
son between the predictions using PR, SRK, and RK-EOS and the measured data
of Nomura et al. †21‡ at PÄ50 atm and TaÄ453 K.
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at a faster rate, and the droplet surface reaches the critical mixing
state earlier in droplet lifetime.

When the droplet surface approaches the critical mixing state,
the difference between the gas and liquid phases disappears. In the
present model, it is assumed that once the surface reaches the
critical mixing state, it is maintained at that state. Note, however,
that the critical mixing state varies with ambient temperature and
pressure. The velocity of the critical mixing surface moving in-
wards to the droplet center then determines the vaporization rate.
This velocity depends on how fast the inner liquid layer adjacent
to the droplet surface attains the critical mixing temperature,
which in turn depends on the distributions of liquid-phase proper-
ties within the droplet. It is also important to note that our simu-
lations did not indicate any anomalous behavior during the tran-
scritical stage of droplet evaporation.

In order to examine the multicomponent behavior of a pure fuel
droplet at high pressure, we plot in Fig. 7 the radial distribution of
liquid temperature and dissolved nitrogen within the droplet dur-
ing different stages of droplet lifetime. The ambient conditions are
the same as those in Fig. 6. As expected, the liquid nitrogen mass
fraction has its maximum value at the droplet surface, and in-
creases continuously with time until the droplet surface reaches a
critical mixing state. Note that the critical mixing state for this
case is attained at a nondimensional time of 0.69. This plot dem-
onstrates that a pure fuel droplet evaporating in a supercritical
environment exhibits multicomponent behavior. It is also note-
worthy that while the liquid nitrogen mass fraction drops rapidly
to a negligible value within a thin layer near the surface, the liquid
temperature shows a more gradual decrease. This is indicative of
small liquid mass diffusivity~relative to thermal diffusivity! or
high liquid Lewis number.

Figure 8 shows the radial distribution of gas temperature, ve-
locity, and fuel vapor mass fraction in the gas-phase region at two
different ambient pressures. For these results, the PR-EOS has
been employed. An important observation is that the radial dis-
tance over which the gas-phase properties vary significantly de-
creases as the ambient pressure is increased. For example, it de-
creases from ten to four times the droplet radius as the pressure is
increased from 5 to 150 atm. This implies that the rates of heat
and mass transport are enhanced, and, consequently, the vaporiza-
tion rate is increased at higher pressures. It can be seen that the
maximum gas velocity decreases dramatically when the pressure
is increased from 5 to 150 atm, which also implies a change in the
gas-phase unsteadiness.

The literature indicates a wide scatter in the minimum ambient
pressure required for a droplet to attain a critical mixing state at its
surface. Clearly, this value depends on several liquid and gas-
phase properties including ambient temperature and composition,
initial droplet diameter, and liquid fuel properties. Figure 9 shows
the minimum ambient pressure as a function of ambient tempera-
ture. In order to obtain this minimum pressure value, simulations
were performed for increasingly higher pressures, but at fixed
ambient temperature, until a critical mixing state is observed at
the droplet surface. The plot in Fig. 9 represents a boundary~in
terms of the ambient temperature and pressure! between the sub-
critical and supercritical vaporization. Any point above the curve
indicates that a critical mixing state will be reached sometime
during the droplet lifetime, or the droplet will undergo transcriti-
cal evaporation during its lifetime. On the other hand, any point
below the curve implies that the droplet is not likely to attain a
supercritical state during its lifetime. Also, farther a point is from
the curve~in the supercritical region!, earlier in its lifetime does
the droplet reach the critical mixing state.

Fig. 7 Radial distribution of liquid temperature „a… and dissolved nitrogen „b…
in the droplet interior at different stage of droplet lifetime, as predicted by
PR-EOS. The number for each curve represents a fraction of droplet lifetime.

Fig. 8 Radial distribution of gas temperature, velocity, and
fuel vapor mass fraction in the gas-phase region as predicted
by PR-EOS for ambient pressures of 5 and 150 atm

Fig. 6 Supercritical vaporization behavior in terms of the tem-
poral variation of nondimensional droplet surface area, surface
temperature and liquid temperature at the droplet center as
predicted by PR-EOS
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Conclusions
In this paper, the transcritical droplet vaporization phenomena

has been investigated. The computational model considers the
transient, spherically symmetric conservation equations for gas
and liquid phases, pressure-dependent variable thermophysical
properties, and a detailed treatment of the liquid-vapor phase equi-
librium at the droplet surface. The model is shown to reproduce
the subcritical, transcritical, and supercritical vaporization behav-
ior of a liquid fuel droplet over a wide range of ambient condi-
tions. In addition, the effects of using different EOS on predicting
the equilibrium composition and transcritical droplet vaporization
have been examined. Important observations are as follows:

1 For an n-heptane-nitrogen system, the phase-equilibrium pre-
dictions using RK-EOS show significant differences from those
using PR and SRK-EOS. The RK-EOS yields higher fuel vapor
concentration, higher solubility of nitrogen into liquid, lower
critical-mixing-state temperature, and lower latent heat of vapor-
ization compared to those obtained by using PR and SRK-EOS.

2 At low to moderate ambient temperatures, RK-EOS signifi-
cantly overpredicts the droplet vaporization rate, and underpre-
dicts the droplet lifetime compared to that using the other two
EOS. Also, using RK-EOS, the critical mixing state at the droplet
surface is reached earlier in droplet lifetime compared to that by
using the other two EOS. These differences become less notice-
able at higher ambient temperatures (Ta>1000 K), implying that
for a combusting droplet, differences in the predictions of three
EOS may not be significant. The droplet lifetime predictions of
PR-EOS are in excellent agreement with measurements~@21#!
over a wide range of ambient pressures. In contrast, the predic-
tions based on RK-EOS show significant differences with mea-
surements, while those based on SRK-EOS are in reasonable
agreement with measurements.

3 At low to moderate ambient temperatures, the predicted
droplet lifetime first increases reaching a maximum value, and
then decreases as the ambient pressure is increased. At high am-
bient temperatures (Ta>1000 K), however, the droplet lifetime
decreases monotonically with increasing pressure. These results
are in agreement with the reported experimental and numerical
results~@19–21#!.
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Nomenclature

cp 5 specific heat at constant pressure
h 5 enthalpy
H 5 partial molar enthalpy

I 5 internal energy
k 5 thermal conductivity

ṁ 5 droplet vaporization rate
r 5 spatial variable
p 5 pressure

r s(t) 5 instantaneous droplet radius
R 5 gas constant
t 5 temporal variable

T 5 temperature
V 5 specific volume
r 5 mixture density
z 5 compressibility factor

Subscripts

k 5 gas species
l 5 liquid-phase property
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Performance of a Dry Low-NOx
Gas Turbine Combustor Designed
With a New Fuel Supply Concept
This paper describes the performance of a dry low-NOx gas turbine combustor designed
with a new fuel supply concept. This concept uses automatic fuel distribution achieved by
an interaction between the fuel jet and the airflow. At high loads, most of the fuel is
supplied to the lean premixed combustion region for low-NOx , while at low loads, it is
supplied to the pilot combustion region for stable combustion. A numerical simulation was
carried out to estimate the equivalence ratio in the fuel supply unit. Next, through the
pressurized combustion experiments on the combustor with this fuel supply unit using
natural gas as fuel, it was confirmed thatNOx emissions were reduced and stable com-
bustion was achieved over a wide equivalence ratio range.@DOI: 10.1115/1.1473154#

Introduction
The reduction of NOx emissions from stationary gas turbines is

necessary to meet the increasingly stringent emissions standards
imposed by regulatory agencies worldwide. Current practices in-
volve the injection of water or steam and the use of selective
catalytic reduction. These abatement methods have specific limi-
tations and problems, including high installation and operating
costs and the requirement of large installation space.

Lean premixed combustion is an effective way to reduce these
emissions, and development programs of dry low-NOx combus-
tors using lean premixed combustion concepts are being actively
conducted by several gas turbine manufactures~@1#!. However, the
stable operating range becomes narrow when this method is ap-
plied without any supplementary control. Many techniques have
been developed to solve this problem: parallel fuel staging~@2–
5#!, series fuel staging~@6#!, and variable geometry systems, such
as, inlet guide vane modulation~@7#!, air bleed~@8#!, and swirler
inlet air control~@7,9#!.

However, parallel or series fuel staging requires individual fuel
supply devices for each group of burners, and variable geometry
systems have problems in reliability and durability, since movable
parts are needed in the high-pressure high-temperature gas stream.
Furthermore, neither can respond smoothly to rapid load changes.

In order to solve these problems, a new fuel supply concept has
been proposed. This concept uses automatic fuel distribution

achieved by an interaction between the fuel jet and the airflow. A
schematic diagram of the new concept is shown in Fig. 1. A fuel
supply unit is placed at the forward part of a combustor. This unit
has an outer main region for lean premixed combustion and an
inner pilot region for stable combustion. The air velocity in the
main region is higher than in the pilot region. Fuel is supplied
through only one line. A fuel passage hole~B! is located at the
outer position of a fuel injection nozzle~A!. There is a gap be-
tween these parts, and combustion air flows through this gap.

At high loads, the fuel jet has so much momentum that it pen-
etrates the airflow through the gap. More fuel is supplied to the
main region than to the pilot region and consequently the rate of
lean premixed combustion increases. At low loads, the fuel jet has
low momentum. More fuel is supplied to the pilot region than to
the main region and consequently the combustion becomes stable.

As the fuel distribution ratio between the main and the pilot
region changes automatically when the load of the gas turbine is
changed, this combustion system offers good response for rapid
load changes.

Design of Fuel Supply Unit by Numerical Simulation
Figure 2 shows a cross section of the prototype combustor and

the test rig. This combustor is one of six can-annular-type com-
bustors~4000 kW class!. This combustor has a fuel supply unit, a
liner ~ID: 142.3 mm! and a transition piece.

The details of the fuel supply unit are shown in Fig. 3. The unit
has an outer main region for lean premixed combustion and an
inner pilot region for stable combustion. The air velocity in the
main region is higher than in the pilot region.

A fuel passage hole~B: 2.6 mm dia.! is located at the outer
position of the fuel injection nozzle~A: 1.6 mm dia.!. There is a
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gap~1.2 mm! between these parts, and the pilot air for combustion
flows through this gap. Two sets of this device were positioned
axially at each of eight locations arranged in a circle.

The temperature of the inlet air is 623 K and the combustor air
velocity at the liner is 24 m/s.

First, in order to verify that more fuel is distributed to the main
region at high loads and to the pilot region at low loads, the

equivalence ratio in the fuel supply unit shown in Fig. 3 was
calculated by numerical simulation in a noncombusting state. The
standardk–« model was used to take account of turbulence. A
multiblock grid system was adopted to make the mesh configura-
tion sufficiently fine around the zone adjacent to the fuel jet, in
order to precisely analyze the interaction between the free stream
fluid and the fuel jets. All significant parts were three dimension-
ally modeled, including swirlers, which would be relative to the
pressure resistance and fuel mixing, and important in prediction of
the flow rates in the main and pilot region as well as the profile of
the fuel concentrations.

The equivalence ratio patterns in the fuel supply unit and at the
exit of the fuel supply unit~dotted line Y! were calculated at six
different total equivalence ratios (f t), i.e., 0.05, 0.10, 0.15, 0.20,
0.25, and 0.30~see Fig. 4!. Figure 4 indicates that more fuel is
distributed to the main region at high loads and to the pilot at low
loads. Further at high load (f t50.3) the equivalence ratio pattern
at the exit of the fuel supply unit is very uniform for the reduction
of NOx , and at low load (f t50.2) less fuel is distributed to the
tip side in the main region for the improvement of combustion
efficiency.

Figure 5 shows the dependence of the average equivalence ratio
in the main region at the dotted line X (fm) on the total equiva-
lence ratio (f t) by numerical simulation. In the equivalence range
of 0.00 to 0.15,fm is estimated to be almost zero. Further, it is
estimated that above 0.15, the higherf t becomes, the higherfm

becomes linearly. These results support the new fuel supply con-
cept shown in Fig. 1.

Fig. 2 Cross section of the prototype combustor and the test rig

Fig. 3 Details of the fuel supply unit

Fig. 1 New Fuel supply concept

772 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Therefore, we decided to measure the pressurized combustion
performance on the combustor with the fuel supply unit shown
in Fig. 3.

Experimental Apparatus
The pressurized combustion test facility is shown in Fig. 6. The

temperature of the inlet air was 623 K, and the combustor air

velocity at the liner was 24 m/s. Combustion tests were conducted
at four different compressor discharge pressures~CDP!, i.e., 0.15,
0.40, 0.60, and 0.80 MPa. Natural gas~methane: 88%, ethane:
6%, propane: 4% and butane: 2%! was used as fuel.

The NOx , O2 , CO, CO2 , and THC concentrations were mea-
sured in the exhaust gas. A water-cooled sampling probe was
mounted at a location about 1 m downstream from the combustor

Fig. 4 Equivalence ratio pattern in the fuel supply unit by numerical simulation
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exit. This probe was designed to mix equal amounts of exhaust
gas sampled from seven holes, each measuring 1.0 mm in diam-
eter. The combustion efficiency and the total equivalence ratio
(f t) were calculated from the measured exhaust gas composi-
tions.

To evaluate experimentally whether the fuel distribution shown
in Fig. 1 was actually achieved, THC and O2 concentrations in the
main mixture at the fuel supply unit were also measured. There
were six structures, termed struts, in the main region~see Figs. 3
and 7!. Sampling holes~1.3 mm dia.! were in five of the struts
excluding the one that houses the igniter. The sampling holes were

dispersed in the tip side and hub side of the main region. Equal
amounts of the sampling gas from five holes were mixed and sent
to the gas analyzer. The main equivalence ratio (fm) was calcu-
lated from the measured gas compositions.

The average temperature of the exhaust gas at the combustor
exit, called BOT, was measured by 50 thermocouples~R-type,
inconel sheath, 1.6 mm dia., see Fig. 2!.

Experimental Results and Discussion
First, it was confirmed that ignition was possible and stable

combustion was achieved in all loads even with only one fuel line
in this prototype combustor.

Figure 8 shows the relation between the average equivalence
ratio in the main region (fm) and the total equivalence ratio (f t).
The numerical prediction shows good agreement with the experi-
mental results. The CDP difference does not affect this relation. In
the equivalence ratio range of 0.00 to 0.15,fm is almost zero.
Above 0.15, the higherf t becomes, the higherfm becomes lin-
early. The reason for this is as follows. The fuel jet in the equiva-
lence ratio range of 0.00 to 0.15 does not have enough momentum
to penetrate the gap. At the equivalence ratio of 0.15, the fuel jet
is able to penetrate the gap and a part of the fuel starts being
supplied to the main region. Above 0.15, the fuel jet has enough
momentum to penetrate the gap, and the higherf t becomes, the
more momentum the jet has.

Figure 9 shows the relation between NOx emissions~at 0% O2!
and the total equivalence ratio (f t). The CDP difference affects
this relation intensely. The higher the CDP becomes, the higher
NOx emissions become. Figure 10 shows the relation between

Fig. 6 Pressurized combustion test facility

Fig. 7 Cross section „Z-Z… of fuel supply unit „see Fig. 3 …

Fig. 8 Average equivalence ratio of the main region

Fig. 9 NOx emissions „at 0% O2…

Fig. 5 Average equivalence ratio of the main region by nu-
merical simulation
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NOx emissions~at 0% O2! and CDP at an equivalence ratio of
about 0.28. NOx emissions are proportional to the CDP to the
power of about 0.81 in this prototype combustor.

NOx emissions increase up to an equivalence ratio of 0.15 and
decrease above 0.15. This behavior is the same under all CDP
values. The reason for this performance is estimated as follows,
using the results of the numerical simulation and the combustion
experiment above~see Figs. 4 and 8!. Under any CDP value, in

the equivalence ratio range of 0.00 to 0.15,fm is almost zero. But
above 0.15, the higherf t becomes, the higherfm becomes lin-
early. Further, the uniform equivalence ratio pattern at the dotted
line Y makes it possible to reduce NOx emissions at high loads. It
was confirmed that NOx emissions~at 0% O2! were below 60 ppm
under the condition that CDP was 0.80 MPa andf t was about
0.28.

Figure 11 shows the relation between the combustion efficiency
and the total equivalence ratio (f t). The CDP difference affects
this relation moderately. At the same equivalence ratio, the higher
the CDP becomes, the higher the combustion efficiency becomes.
The tendency of the relation is the same under any CDP value. In
the equivalence ratio range from 0.20 to 0.30, the lower the com-
bustion efficiency becomes, the lowerf t becomes. However, even
if f t decreases in the equivalence ratio of 0.15 to 0.20, the com-
bustion efficiency does not decrease. The reason for this is as-
sumed to be that in this equivalence range, the fuel distribution
ratio to the pilot increases intensely whenf t decreases. Therefore
stable combustion is achieved at low loads and the combustion
efficiency does not decrease.

Figure 12 shows the relation between BOT and the total equiva-
lence ratio (f t). The CDP difference affects this relation moder-
ately. When CDP is 0.80 MPa and the equivalent ratio is 0.28, the
BOT is about 1240 K.

Conclusion
In order to obtain low-NOx characteristics over a wide operat-

ing range without any supplementary control, a new fuel supply
concept was proposed in this paper. This concept uses automatic
fuel distribution achieved by an interaction between the fuel jet
and the airflow. At high loads, most of the fuel is supplied to the
lean premixed combustion region to reduce NOx emissions, while
at low loads, it is supplied to the pilot combustion region to sta-
bilize combustion.

First, the fuel distribution of a prototype combustor was calcu-
lated by numerical simulation, and it was confirmed that the re-
sults of the numerical simulation support the new fuel supply
concept described above.

Next, through pressurized combustion experiments on the com-
bustor with this fuel supply unit using natural gas as fuel, it was
confirmed that NOx emissions were reduced~under 60 ppm at 0%
O2 f t50.28! and stable combustion was achieved over a wide
equivalence ratio range.

This simple structure makes it possible to reduce NOx emis-
sions without additional apparatus, helping to lower the cost of
equipment and to improve the reliability and durability of com-
bustors.
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NOx Formation in High-Pressure
Jet-Stirred Reactors With
Significance to Lean-Premixed
Combustion Turbines
Measurements of NOx and CO in methane-fired, lean-premixed, high-pressure jet-stirred
reactors (HP-JSRs), independently obtained by two researchers, are well predicted as-
suming simple chemical reactor models and the GRI 3.0 chemical kinetic mechanism. The
single-jet HP-JSR is well modeled for NOx and CO assuming a single PSR for Damko¨hler
number below 0.15. Under these conditions, the estimates of flame thickness indicate the
flame zone, that is, the region of rapid oxidation and large concentrations of free radicals,
fully fills the HP-JSR. For Damko¨hler number above 0.15, that is, for longer residence
times, the NOx and CO are well modeled assuming two perfectly stirred reactors (PSRs)
in series, representing a small flame zone followed by a large post-flame zone. The mul-
tijet HP-JSR is well modeled assuming a large PSR (over 88% of the reactor volume)
followed by a short PFR, which accounts for the exit region of the HP-JSR and the short
section of exhaust prior to the sampling point. The Damko¨hler number is estimated
between 0.01 and 0.03. Our modeling shows the NOx formation pathway contributions.
Although all pathways, including Zeldovich (under the influence of super-equilibrium
O-atom), nitrous oxide, Fenimore prompt, and NNH, contribute to the total NOx pre-
dicted, of special note are the following findings: (1) NOx formed by the nitrous oxide
pathway is significant throughout the conditions studied; and (2) NOx formed by the
Fenimore prompt pathway is significant when the fuel-air equivalence ratio is greater
than about 0.7 (as might occur in a piloted lean-premixed combustor) or when the resi-
dence time of the flame zone is very short. The latter effect is a consequence of the short
lifetime of the CH radical in flames.@DOI: 10.1115/1.1492829#

Introduction
Fundamental research on NOx formation from methane-fired,

lean-premixed combustion in high-pressure jet-stirred reactors
~HP-JSRs! has developed through stages. First, the work of Nicol
et al. @1# showed the significance of the nitrous oxide pathway to
NOx formation in high-pressure combustion reactors operating at
temperatures up to about 1800 K. Then Steele@2# built and oper-
ated a HP-JSR for residence times of 2.0 and 4.0 ms, pressures up
to 7.1 atm, and combustion temperatures up to about 1900 K.
Steele et al.@3# reported a weak decrease in NOx for the pressure
increase from 1.0 to 7.1 atm, and an activation temperature of
about 24,000 K for the NOx increase with combustion tempera-
ture. In fact, the NOx data obtained in Steele’s HP-JSR resemble
in magnitude and in trends for pressure and temperature, the data
obtained in the porous-plate combustor of Leonard and Stegmaier
@4# and the gas turbine type combustor of Joshi et al.@5#.

The investigation of the effect of pressure~1 to 20 bar! on NOx
in a HP-JSR operated at a fuel-air equivalence ratio of 0.55, at
short residence times~1.0 to 2.0 ms!, and at combustion tempera-
tures around 1800 K, is contained in@6,7#. The work shows NOx
decreases with pressure, and that the decrease is more pronounced
at pressures up to 5 bar than for pressures above 5 bar. Further-
more, the effect of pressure is most pronounced for the 2.0 ms
data, for which the NOx varies between about 8.5 ppmv, wet, at
1.0 bar, to about 5 ppmv, wet, at 5 bar. However, for the same
pressure range, and for 1.0 ms residence time, the NOx decreases

only from about 5.4 ppmv, wet, to about 4.5 ppmv, wet. The
multijet reactor of Bengtsson@6# was sampled for species and
temperature in the exhaust section attached to the reactor, close to
the reactor outlet. The volume of the exit tubes up to the sampling
point is approximately equal to 16% of the reactor volume. The
data in@6,7# was modeled as two PSRs followed by a PFR, with
the PFR representing the exit tubes.

Studies of NOx formation in a single-jet HP-JSR are contained
in @8,9#. In Rutar et al.@9#, the focus is on interpreting the NOx
measurements in terms of the flame structure. It is determined
how well the turbulent flame zone, that is, the zone of rapid oxi-
dation and large concentrations of free radicals, fills the HP-JSR.

The HP-JSR of Rutar@8# was operated for residence times be-
tween 0.5 and 4.0 ms, for unheated and preheated reactants, and
for pressures of 3.0, 4.7, and 6.5 atm. The temperature of the
reactor gas, as measured by a thermocouple~type R, coated!
placed in the recirculation zone of the reactor, was held constant at
1800 K by making adjustments to the fuel-air ratio. Calculation of
the corrected temperature is conducted by two methods~Rutar
et al. @10#!. The primary method is based on the heat balance for
the thermocouple, and the confirming method is based on the wall
heat loss of the HP-JSR. These methods indicate a corrected tem-
perature of 1825610 K for runs at short residence times~,2 ms!.
For the largest residence times~of up to 4 ms!, the corrected
temperature increases to about 1880 K for pressures of 4.7 and 6.5
atm, and to about 1940 K for 3 atm. Probe measurements of
species were obtained in the recirculation zone, which represents
the bulk of the reactor and exhibits nearly uniform composition
and temperature under most running conditions.

The measurements show a small decrease in NOx with increas-
ing pressure~pronounced only above 1.5 ms!, and lower NOx
when the inlet is preheated~pronounced only below 1.5 ms!. With
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respect to residence time, the behavior of the NOx is complex.
Under several running conditions, minimum NOx is obtained
when the residence time is about 2.0 ms.

In references@8,9#, size estimates are made of the turbulent
flame zone. When the residence time is short, and thus, the ve-
locities in the reactor are high, estimates of the turbulent flame
thickness indicate the turbulent flame zone fully fills the HP-JSR.
Under this condition, the NOx and CO are well modeled assuming
the full reactor to be a single perfectly stirred reactor~PSR!. Typi-
cally, a critical residence time oft>1.5 ms satisfies this condi-
tion, though as pressure decreases and inlet temperature increases,
the critical residence time decreases. For long residence times,
and thus, for relatively low velocities in the reactor, the turbulent
flame zone is reduced in size. The flame zone now is situated
around the centered jet of the reactor, and is surrounded by the
recirculation zone of the reactor acting as a post-flame zone. Over
the eightfold increase in the residence time of the reactor, esti-
mates indicate about a tenfold decrease in the volume of the tur-
bulent flame zone. Thus, for the largest residence times, the flame
zone is a relatively small part of the reactor volume. Outside of
the single PSR regime, that is, typically fort.1.5 ms, the HP-
JSR is modeled as two PSRs in series~PSR-PSR!. Generally good
agreement of the modeled NOx and CO to the experimental values
is obtained by using a small initial PSR, representing the flame
zone, followed by a large concluding PSR, representing the recir-
culating post-flame zone. The residence time split between the
two PSRs is set by optimizing the agreement between the mea-
sured and modeled NOx and CO. The volumes of the two PSRs
obtained by this procedure are similar to the volumes of the flame
zone and post-flame zone independently determined by the turbu-
lent flame thickness estimates.

The present paper goes beyond the papers of Bengtsson et al.
@7# and Rutar et al.@9#. It models the data of Bengtsson@6# and
Rutar @8# for the pathways responsible for the NOx formation. It
shows the NOx and CO data of the HP-JSRs are well modeled
with the simple PSR, PSR-PSR, and PSR-PFR chemical reactor
configurations and the GRI 3.0 chemical kinetic mechanism
~Smith et al.@11#!.

The authors believe the measurements of Bengtsson et al.@7#
and Rutar et al.@9# represent important databases for the funda-
mental study of methane-air combustion at conditions of lean-
premixed combustion turbines. The particular value is in testing of
chemical kinetic mechanisms, in development of global mecha-
nisms ~underway!, in determining contributions of each of the
NOx formation pathways, and, consequently, in finding optimal
operating conditions for lean-premixed combustors. The short
residence times of less than 2 ms are used to drive the reactors to
the well-stirred condition, which permits full chemical kinetic
mechanisms to be applied to the datasets via PSR modeling. The
longer residence times of 2 to 4 ms are useful, since they simulate
the flame zone residence times of lean-premixed gas turbine com-
bustors.

Modeling and Discussion of Experimental Data
The Damko¨hler number, Da5turbulent mixing time/chemical

time, and the turbulence Reynolds number, Re5u8do /n, are esti-
mated for the flames of the work of Bengtsson@6# and Rutar@8#.
The estimates of Da and Re are made based on the paper by
Abraham et al.@12#. The mixing time is calculated asdo /u8,
wheredo is the jet nozzle diameter, which is assumed to be the
turbulent integral scale, andu8 is the turbulent intensity, which is
assumed to be 10% of the inlet jet velocity (uo). The kinematic
viscosity ~n! is determined for the inlet temperature and reactor
pressure.

Figure 1, redrawn from Abraham et al.@12#, is used to identify
regimes of turbulent combustion. The limiting experimental con-
ditions are shown for the two data sets. Operation of the HP-JSR
of Rutar @8# is shown for the minimum and maximum residence
times and for the minimum and maximum pressures, both for

unheated and preheated inlets. Operation of the HP-JSR of
Bengtsson@6# is shown for the pressure range between 5 and 20
bar. As shown in Fig. 1, both reactors operated at very low
Damköhler numbers and very high turbulent intensities, hence in
the flamelets-in-eddies regime~Turns@13#!. Kobayashi et al.@14#
have visualized flamelets in eddies by instantaneous Schlieren
photography and laser tomography. They explain that the flames
wrinkle significantly, and, consequently, parcels of unburned gas
are engulfed into the flame. In their experimental work, the
Damköhler number was above 1.0 and the turbulent Reynolds
number was below 3000. Because of the low Da and high Re, the
flames in the present work are assumed to contain a significant
number of parcels of unburned gas. These parcels, embedded into
the thick flame, are strained by the flow while the reaction front
moves into their periphery. It should be mentioned that the divi-
sion between regimes of turbulent combustion is rather arbitrary,
and that flames in the present work could be considered to be in
the distributed reaction regime. This is based on Bray@15# and
Chomiak@16#, who call the regime of Da,1 the distributed reac-
tion regime. Regardless of the name for the regime, and keeping
the physical picture in mind, the present flames can certainly be
labeled as highly stirred with comparably slow chemistry.

For the cases for which the HP-JSR of Rutar@8# is operated in
the regime of the single-PSR modeling (t<1.5 ms), the
Damköhler number is 0.06 to 0.15. For the HP-JSR of Bengtsson
@6#, our estimate indicates the Damko¨hler number is between 0.01
and 0.03. Under these conditions, the turbulent flame zone fills the
reactors. Utilizing a PSR to model the flame is reasonable for
thick turbulent flames with low Damko¨hler numbers. Mixing of

Fig. 1 Parameters characterizing turbulent premixed combus-
tion „Abraham et al. †12‡…. Operation of the HP-JSR of Rutar †8‡
at the minimum and maximum residence times are identified
for the conditions: 6.5 atm „open circles …, 3.0 atm „diamonds …,
6.5 atm at 573 K inlet temperature „squares …, and 3.0 atm at 573
K inlet temperature „triangles …. Operation of the HP-JSR of
Bengtsson †6‡ is for pressures between 5 and 20 bar „black
circles ….
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reactants and products in the turbulent flame is improved com-
pared to molecular diffusion, which is the only mechanism for
mixing within thin laminar or wrinkled laminar flames. Flames are
thicker than the smallest turbulent eddies, that is, the Kolmogorov
scale eddies roll within the flames, thus enhancing the mixing.
The high mixing intensity at low Da establishes that the flame
zone is reasonably well represented by the perfectly stirred reactor
model. Such results provide support for modeling the HP-JSR as a
single PSR.

Figure 2 shows the comparison between the modeled and mea-
sured NOx , CO, and N2O of Bengtsson@6#. The premixed and
preheated methane and air enter the 19 cm3 HP-JSR through
twenty nozzles, each with a diameter ofdo50.6 mm. The jets
penetrate at 12-deg radial angle designed to create a highly swirl-
ing flow in the reactor. The chemical reactor configuration in the
model is determined by matching both NOx and CO—a process
described in@8,9#. The model consists of a PSR~with a volume of
88% of the HP-JSR volume! followed by a PFR~with a volume of
the remaining 12% of the HP-JSR plus an additional 16% for the
exit tubes!. The existence of a PFR is an indicator that the HP-JSR
may not be completely filled by the flame zone and that regions
closest to the exit may not be as well stirred as the bulk of the
reactor.

The PSR-PFR reactor configuration is different from the 30%

first-PSR / 60% second-PSR / 10% PFR configuration used in
Bengtsson@6# and Bengtsson et al.@7#. The 30%/60%/10% con-
figuration was chosen to match the measured blowout conditions
with a chemical kinetic mechanism available prior to the release
of GRI 3.0. ~It should be noted the GRI 3.0 mechanism is still
unable to predict the reactor blowout conditions.!

Figures 3 and 4 show the comparison between the model and
the NOx and CO measurements of Rutar@8#. The premixed meth-
ane and air enter the 1.5-cm3 HP-JSR through a nozzle with a
diameter ofdo51.4 mm, which is positioned on the axis of sym-
metry for the reactor. The jet penetrates the recirculating flow in
the reactor, hits the top of the reactor, and back-mixes to create
that recirculation. The short residence time data were modeled as
a single PSR, whereas the long residence time data were modeled
as two PSRs in series. The transition occurs always for Da
50.15, irrespective of the reactor pressure or inlet temperature. At
Da50.15, the height to which the inlet reactants reach, estimated
ash55dou8/ST in @8,9#, whereST is the turbulent burning veloc-
ity, is equal to the height of the reactor. Any increase in the flow
rate results in reactant back-mixing, and, coupled with the increas-
ing flame thickness, leads to filling of the reactor with flame. The
relation between Da and the turbulent flame thickness and flame
volume is given in@8,9#. As mentioned earlier, the first PSR
~PSR1! represents the flame zone. The recirculating post-flame
zone is also modeled with a PSR~PSR2!. For the recirculating
post-flame zone, the characteristic turbulent mixing time is longer
than in the flame zone, because the characteristic length scale is

Fig. 2 NOx , CO, and N2O data of Bengtsson †6‡ compared to
the results obtained using chemical reactor model PSR-PFR,
where VPSR ÕVreactor Ä88%. Fuel-air equivalence ratio is 0.55. Re-
actor temperature is 1828 K.

Fig. 3 NOx and CO data of Rutar †8‡ compared to the results
obtained using chemical reactor models PSR „at short resi-
dence times … and PSR-PSR „at long residence times …. Inlet air
and methane are not preheated.
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the overall reactor dimension and not the inlet jet diameter. The
chemical time is also longer than in the flame zone, since the rate
of chemistry slows in the post-flame zone. Therefore, the
Damköhler number remains relatively low and the recirculating
post-flame zone is reasonably well represented by the perfectly
stirred reactor model. Since conversion in PSR2 is highly depen-
dent on the gas temperature, PSR2 is run at the corrected mea-
sured temperature. Adiabatic conditions are assumed for PSR1
because the chemical energy release rate in the flame zone is
sufficiently high that any heat transfer is negligible. The volume
~or residence time! of PSR1 is an adjustable parameter—as indi-
cated above, this is determined by optimizing the agreement be-
tween the modeled and measured NOx and CO values.

The main trends in the experimental data of Rutar@8# are sum-
marized in the following paragraphs.

Residence Time. As stated above and also noted in Figs. 3
and 4, the variation of NOx with residence time is complex. There
are several reasons for this. Over the eightfold increase in the
residence time of the experiment, more time is available for NOx
to form. However, more time is also available for the super-
equilibrium concentrations of the O-atom and CH-radical to de-
cay, thereby decreasing the rate of NOx formation. Further, as the
residence time increases, the fraction of the reactor filled with the
highly reactive flame zone decreases. Additionally, because of the
manner in which the experiment was conducted, the combustion
temperature, as expressed by the corrected measured temperature
of the recirculation zone, increases from a nearly constant value of
1825 K for t,2 ms to 1880 K for the longest residence times

~1940 K in the case of the 3 atm experiments!. For runs at con-
stant pressure and inlet temperature, the fuel-air ratio was adjusted
upward at both the short and long residence time limits. Minimum
fuel-air ratio was set at the intermediate residence times. Enrich-
ment at the short residence times overcame the trapping of chemi-
cal energy by the unburned CO, and enrichment at the long resi-
dence times overcame reactor heat transfer losses.

The NOx data in Fig. 3, for the unheated inlet, show minimum
NOx at a residence time of about 2 ms. With decreasing residence
time the NOx increases, an effect most likely associated with an
increase in the free radical concentrations at the short residence
times. The CH-radical appears to be important to this regard.
Modeling indicates@CH# grows significantly as the residence time
decreases.~This is shown later in the paper.! Thus, an increase in
prompt NOx could be responsible for a significant part of the
increase in NOx with decreasing residence time for the NOx data
of Fig. 3. Interestingly, the NOx data of Fig. 4 show little increase
in NOx with decreasing residence time. However, these runs are
made with a preheated inlet, and thus, are leaner than the data of
Fig. 3 and consequently contain a lesser fraction of prompt NOx in
the total NOx .

For residence times greater than about 2 ms, the NOx data in
Fig. 3 show an increase in NOx with increasing residence time.
This increase is also noted in the NOx data of Fig. 4. The increase
is mainly associated with the increase in the temperature of the
experiment with increasing residence time. A weaker contributing
factor is the greater residence time available for NOx to form. This
is noted in Rutar@8# through adjustment of all of the NOx data to
1820 K constant temperature~which is the approximate tempera-
ture of the short residence time runs!, using the NOx activation
temperature of Steele et al.@3#. The adjustment leads to a reduc-
tion of NOx for the intermediate and long residence times com-
pared to the results in Figs. 3 and 4. Nevertheless, a mild increase
in NOx with residence time remains in the adjusted data fort
.2.5 ms.

Pressure. NOx shows a mild decrease with increasing pres-
sure for the intermediate and long residence times. This can be
noted in Figs. 3 and 4 by comparing the 4.7 and 6.5 atm data. For
given residence time, the combustion temperature is essentially
identical for the two pressures—thus, the decrease in the NOx is
indeed caused by the increasing pressure.

Inlet Temperature. The effect of inlet temperature~and thus,
equivalence ratio for given combustion temperature! is weak at
the long residence times~above 2 ms!. However, as noted above
in the discussion of the effect of residence time on NOx , compari-
son of Figs. 3 and 4 indicates a decrease in NOx with increasing
inlet temperature for the short residence times runs~of less than 2
ms!.

Carbon Monoxide. CO markedly decreases with residence
time, falling from values as large as 6700 ppmv at short residence
times to as low as 100 ppmv at the long residence times. This
behavior is consistent with the significant change in the combus-
tion structure within the reactor over the eightfold change in resi-
dence time.

Exit Emissions. Although the present sampling measure-
ments were conducted within the recirculation zone of the reactor,
they represent exit emissions, since the recirculation zone is
nearly uniform~especially in NOx! and the gases exit the reactor
from the recirculation zone.

Also plotted in Figs. 3 and 4 are the curves obtained from the
modeling. The modeling is conducted with either the PSR or PSR-
PSR configuration, depending on the residence time, and is based
on the experimental fuel-air ratio and the corrected measured tem-
perature~except for the assumption of adiabaticity for PSR1 in the
PSR-PSR model!. The modeling shows good agreement to the
measurements, except for a few situations. One such situation is
the peak CO concentrations, seen in both Figs. 3 and 4 for the 4.7

Fig. 4 NOx and CO data of Rutar †8‡ compared to the results
obtained using chemical reactor models PSR „at short resi-
dence times … and PSR-PSR „at long residence times …. Inlet air
and methane are preheated to 573 K.
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atm runs at the short residence times. These CO concentrations are
underpredicted by the PSR model. Another situation is noted in
Fig. 4 for the 3.0 atm runs at intermediate and long residence
times, where the CO is overpredicted by the model. Although not
done in the present modeling, the addition of a small PFR zone to
the PSR-PSR model reduces the CO to the experimental levels. A
final situation is noted in the NOx predictions for 4.7 atm, which
show more curvature with respect to residence time than seen in
the measurements.

Discussion on NOx Formation Pathways
The simple reactor configurations, particularly the single-PSR

and PSR-PFR configurations, are useful for assessing the impor-
tance of the several chemical pathways that can form NOx . The
four NOx formation pathways under lean premixed combustion of
methane in air are the Zeldovich, nitrous oxide, Fenimore prompt,
and NNH pathways. The exact algorithm for assessing the contri-
bution of each pathway is described below.

Each NOx formation pathway exchanges species that form NOx
with two or more other pathways. For example, N-atom, which
oxidizes into NO primarily through the second and third Zeldov-
ich reactions, i.e., N1O2→NO1O and N1OH→NO1H, is
formed via the first Zeldovich reaction (N21O→N1NO), the
prompt reaction (N21CH→HCN1N), as well as through a se-
ries of reactions involving short-lived species such as NH and CN.
However, the maximum contribution of each pathway is easily
estimated. The present work uses estimates based on the discus-
sion by Nicol et al.@17#. This is summarized in the following
paragraphs.

The Zeldovich contribution to the total NOx can be easily de-
termined by considering the first~or initiating! Zeldovich reaction,
N21O→N1NO. Two NO molecules are formed from this reac-
tion, one directly and the other from the oxidation of the N-atom.
Thus, the rate of Zeldovich NO formation is (dNO/dt)ZELD
52kN21O @O# @N2#, wherekN21O is the rate constant of the first
Zeldovich reaction and@O# and @N2# are the concentrations pre-
dicted by the integration of the GRI 3.0 mechanism in either the
PSR, PSR-PSR, or PSR-PFR configuration.

Some of the collisions between N2 and O result in the third-
body-stabilized reaction to N2O nitrous oxide. The overall reac-
tion is N21O1M→N2O1M. Some of the nitrous oxide formed
by this reaction is attacked by O-atom, and thus, converted to two
NO molecules by the reaction, N2O1O→2NO. Other N2O mol-
ecules are attacked by H-atom, leading to a molecule of NO and a
molecule of NH. The reaction is N2O1H→NO1NH. Under
lean-premixed combustion, the NH oxides to NO. Thus, two NO
molecules are formed by the reaction N2O1H→NO1NH. The
total rate of NO formation from N2O may thus be expressed as
(dNO/dt)N2O52kN2O1O @O# @N2O#12kN2O1H @H# @N2O#, where
kN2O1O andkN2O1H are the respective rate constants, and@O#, @H#,
and@N2O# are predicted by the integration of the GRI 3.0 mecha-
nism.

Within flame zones, N2 is also attacked by CH. The reaction
given in GRI 3.0 for this ‘‘prompt’’ NO is N21CH→HCN1N.
Under lean-premixed combustion the HCN and N-atom are oxi-
dized to NO. Thus, the reaction yields two NO molecules, and the
rate of NO formation is (dNO/dt)PROMPT52kN21CH @CH# @N2#.
The termkN21CH is the rate constant for the prompt NO reaction
and the concentrations@CH# and @N2# are predicted by the inte-
gration of the GRI 3.0 mechanism.

The final NOx pathway in GRI 3.0 arises from the NNH radical.
This radical forms by the reaction of N2 with H-atom. Once
formed, the NNH can be oxidized by the reaction NNH1O
→NO1NH. Since under lean-premixed combustion, NH is oxi-
dized to NO, the NNH reaction yields two NO molecules. The
resultant rate of formation is (dNO/dt)NNH52kNNH1O @O#
@NNH#, wherekNNH1O is the rate constant and@NNH# and@O# are
predicted by the integration of the GRI 3.0 mechanism.

Summation of the NO separately calculated by the four rate
equations just derived equals the NO predicted by the full GRI 3.0
mechanism within65%. Because of the small concentrations of
NO in lean-premixed combustion, reverse reaction of the NO-
forming reactions is not a significant factor in accounting for the
difference. However, reduction of NO by hydrocarbon attack,
leading to cyano species such as HCN and HCNO, can occur in
lean-premixed combustion. These molecules quickly form and
then are reconverted to NO. This can lead to a slight distortion in
the sum of the NO predicted by the separated pathways, yielding
slightly less NO at short residence times, and slightly greater NO
at long residence times.

Nitrogen dioxide (NO2) is not a factor in the modeling, since
only negligible amounts of NO are oxidized to NO2 by the appli-
cation of the GRI 3.0 mechanism. The experimental sampling is
conducted for the sum of NO and NO2 , that is, for NOx , since
some NO can be oxidized to NO2 in the sample probe and line.
Thus, in this work, NO predicted can be directly compared to NOx
measured.

The NO computed using the separated rate equations for each
pathway and multiplied by the residence time in the PSR is plot-
ted in Figs. 5–7. The figures also contain the experimental data
and the full mechanism predictions. Figure 5 compares the con-
tribution of each pathway for the Rutar@8# data for unheated and
preheated inlets at 6.5 atm for short residence times, i.e., for cases
modeled with a single PSR. Fuel-air equivalence ratios for each
data point are shown in parentheses. When the inlet is not pre-

Fig. 5 Amount of NO formed by each of the four pathways in a
single-PSR at 6.5 atm with and without preheat. Also shown is
the NO from the PSR output „model … and the measured NO x
„data of Rutar †8‡….
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heated~upper graph!, both the nitrous oxide and the prompt path-
ways dominate the NO formation. Prompt contributes as much as
5.3 ppmv, wet, at 0.5 ms reactor residence time~i.e., 48% of the
total NO!, but then decreases to approximately 2.7 ppmv, wet, at
1.5 ms. The trend is opposite for the contribution of the nitrous
oxide pathway to NO. At 0.5 ms, it contributes 3.8 ppmv, wet, but

at 1.5 ms, it contributes 4.8 ppmv, wet. The decrease in the prompt
NO is explained by the decrease in the CH-radical concentration,
@CH#, with residence time. The CH-radical has a short lifetime in
flame zones, so the only way to capture its existence in a PSR is
if the PSR residence time is short. Figure 8 depicts@CH# versus
PSR residence time for the single-PSR cases. It shows the@CH#
decreases an order of magnitude over 0.5 to 1.5 ms. Also noted is
the decrease in@CH# as the inlet temperature is increased, and
thus, the reactor is operated leaner.

The NO formed by the nitrous oxide and Zeldovich pathways
increases with residence time. The nitrous oxide NO and Zeldov-
ich NO increase with residence time because the time available to
form NO increases and overcomes decreases in@O# and@H#. Tem-
perature is nearly constant~at about 1825 K! at these short resi-
dence times. The decrease of O-atom with residence time is plot-
ted in Fig. 9 for the single-PSR cases. It is apparent the decrease
in O-atom with residence time is weaker than the decrease in
@CH#, shown in Fig. 8. The O-atom also decreases with pressure,
but the inlet temperature does not influence it.

For the preheated inlet cases at short residence times, shown in
the bottom graph of Fig. 5, the nitrous oxide pathway is the pre-
dominant NO pathway, yielding 56–58% of the total NO. The
prompt NO contribution is similar to the contributions of the Zel-
dovich and the NNH pathways. The decrease in NO obtained by
preheating the inlet air is consistent with a diminished influence of
the prompt pathway. The concentration of the CH-radical is sig-

Fig. 6 Amount of NO formed by each of the four pathways in
two-PSR model at 6.5 atm with preheat. Also shown are the NO
from the PSR2 output „model … and the measured NO x „data of
Rutar †8‡….

Fig. 7 Amount of NO formed by each of the four pathways in a
PSR-PFR at 1 and 2 ms with preheat. Also shown is the NO
from the PFR output „model … and the measured NO x „data of
Bengtsson †6‡….

Fig. 8 Concentration of CH radical versus reactor residence
time for single-PSR cases

Fig. 9 Concentration of O-atom versus reactor residence time
for single-PSR cases
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nificantly lower, because of the lower fuel-air equivalence ratio
~shown in parentheses!. The @O# is nearly insensitive to preheat,
while @H# and @NNH# decrease slightly.

For the longer residence times, the influence of each pathway
differs for the first PSR~PSR1!, i.e., the flame zone, and the
second PSR~PSR2!, i.e., the post-flame zone. Figure 6 shows the
experimental data of Rutar@8#, the total GRI 3.0 prediction, and
the contribution~summing each zone! of each of the four path-
ways, along with the fuel-air equivalence ratio~shown in paren-
theses! for 6.5 atm with preheated inlet. Table 1 contains the in-
formation used in the analysis of the PSR-PSR modeling. In the
table, the experimental conditions, i.e., the residence time, cor-
rected measured temperature, and fuel-air equivalence ratio, are
presented first. The measured NOx @ppmv, wet# is also included
for comparison with the modeling results. The next section of
Table 1 contains the values of the NO in@ppmv, wet# that are
formed via the Zeldovich, nitrous oxide, prompt, and NNH path-
ways, as well as the sum of the NO formed by the four pathways
in each zone~termed Zone NO!, and the sum of NO for the two
zones~termed modeled NO!.

Results from the chemical kinetic modeling for the reactor op-
erating in the PSR-PSR regime~i.e., for 2<t<4 ms! are summa-
rized as follows:

• The amount and the fraction of NO formed in PSR2 increase
as the overall reactor residence time increases. This is caused by
two effects: the increasing residence time and the increasing tem-
perature of PSR2.

• The amount of Zeldovich NO formed in PSR2 increases as
the overall reactor residence time increases, and becomes an im-
portant part of the total NO formed in the reactor.

• The formation of the nitrous oxide NO shifts from PSR1 to
PSR2 as the overall reactor residence time increases.

• The volume and residence time of PSR1 decreases as the
overall reactor residence time increases. This is linked to decreas-
ing inlet jet velocity and reactor pressure drop, which lead to
decreasing mixing intensity and flame zone thickness. The reduc-
tion in the residence time of PSR1 leads to greater@CH# and thus
more prompt NO formation in PSR1. This leads to a significant
impact of prompt NO to the total NO predicted for the reactor.

• The increase in NO with decreasing pressure is caused by the
increase in free-radical concentrations in both zones. In PSR1,
between 6.5 and 3.0 atm,@O# increases by threefold,@CH# by
seven to eightfold,@H# by four to fivefold, and@NNH# by twofold.
The NO formation rates in PSR1 increase between the two pres-
sure levels from 2.2-fold at 2.0 ms to 3-fold at 4.0 ms. The con-
tribution of each pathway changes, however. For example, at 2.0
ms, between 6.5 and 3.0 atm, the prompt NO contribution in-
creases from 54 to 65%, the NNH contribution to NO increases
from 22 to 28%, the nitrous oxide contribution to NO decreases
from 21 to 6%, and Zeldovich contribution to NO decreases from
3 to 1%. In PSR2, the O-atom concentration increases with de-
creasing pressure. This causes Zeldovich and nitrous oxide path-

ways to increase, which in turn, increase NO formation rates in
the PSR2 as the pressure drops from 6.5 atm to 3.0 atm. The
increase is 1.8-fold at 2.0 ms to 2.8-fold at 4.0 ms. The prompt
and NNH pathways have little contribution to the overall NO
production in PSR2.

The contribution of each NO pathway for the reactor of Bengts-
son @6# is shown in Fig. 7, for both the 1 ms and 2 ms data. For
both residence times, the nitrous oxide pathway is predominant,
followed by the Zeldovich pathway. The small influence of the
prompt pathway is caused by the lean fuel-air equivalence ratio
~0.55!. It is beneficial to compare the single-PSR results for the
HP-JSR of Rutar@8# for 6.5 atm, preheated inlet, and 1.5 ms~Fig.
5, lower section!, to the results for the HP-JSR of Bengtsson@6#
for the same pressure. In both cases the nitrous oxide pathway is
predominant. The Zeldovich pathway follows it, then the prompt
pathway and lastly the NNH pathway.

Conclusions
The paper uses the experimental data obtained in the HP-JSRs

of @6,8#, and the modeling approach of@8,9# for a study of
methane-air combustion at conditions of lean-premixed combus-
tion turbines. Both reactors operate at low Damko¨hler numbers,
i.e., between 0.01 and 1, which make them suitable for the study
of chemical kinetic effects. The results are of significance to pre-
dicting and understanding NOx formation in lean-premixed com-
bustion turbines. Points in this regard are the following:

1 The results indicate the GRI 3.0 mechanism is appropriate
for modeling combustion pollutant formation/emission at the pres-
sure, temperature, and equivalence ratio conditions of lean-
premixed combustion turbines.~The conditions of high-pressure
ratio aeroderivative engines have not been explored—however, if
the trend of weak dependency of the NOx on pressure extends to
30–40 atm, the results of@6,7# should apply.!

2 The results substantiate databases for developing reduced
and global mechanisms for lean-premixed combustion.

3 The results provide additional understanding on the impor-
tance of the several pathways to NOx formation in lean-premixed
combustion. The nitrous oxide pathway is important at all condi-
tions, whereas the Zeldovich mechanism is important only at
long-residence times and high temperatures. Additionally, the
Fenimore prompt NOx must be carefully considered for lean-
premixed combustion.
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Investigation of Two Advanced
Cooling Mixing Concepts for a
Rich Quench Lean Combustor
To support the development of a rich quench lean pilot zone for a staged aeroengine
combustor, two rectangular rich quench lean (RQL) combustor sectors have been inves-
tigated under atmospheric conditions. Two advanced cooling mixing concepts, effusion
and impingement cooling, with one and two rows of secondary air inlet holes in the
mixing zone, have been measured using intrusive and noninstrusive measurement tech-
niques. The results elucidate the interrelations between the cooling concepts and the
respective mixing and emissions performances. The measurements were accompanied by
numerical calculations supporting the interpretations of the measured data. Drawbacks
were observed for the near stoichiometric conditions of the effusion cooling concept near
the wall, however, the quench zone design with two rows of staggered holes performs well.
On the contrary, the impingement cooling system shows good results for the homogeneity
of the primary zone, but since less quench air is available with impingement cooling,
optimum mixing is more difficult to achieve.@DOI: 10.1115/1.1473823#

Introduction
The growing concerns about the production of nitrogen oxides

by aviation have been answered by the aeroengine manufacturers
with the development of low-emission combustor concepts. This
contribution is a part of such an effort with the low-emission
combustor technology~LOWNOX! program supported by the Eu-
ropean commission. In the ongoing third phase of the program,
the aeroengine manufacturers SNECMA, MTU, and FIAT coop-
erate to build a staged combustor having a lean premixing, pre-
vaporizing~LPP! combustor as main stage and a rich quench lean
~RQL! combustor as pilot stage, developed by MTU~cf. Verdier
@1#!. This application presents a new and particularly stringent set
of conditions to the RQL design. Since some features of the two
investigated designs have been studied before, the specific conse-
quences of their use in this application are discussed while re-
viewing those studies.

Background
Earlier investigation considered RQL combustors for fuel flex-

ibility of aircraft with high fuel bound nitrogen fuels~Briehl et al.
@2#!. The primary zone of the tubular combustor was water cooled.
For lean-lean operation, that has to be demonstrated for
aeroengine part-load conditions, air swirler resonance occurred in
the undamped liner. Novick et al.@3# investigated combustion of
heavy distillate fuels for industrial gas turbines. Fuel preparation
required a long primary zone, which was convectively cooled with
fins augmenting the outer liner surface area. The pressure drop of
the combustor was 6%. Differences of these studies to the current
application are the long primary zone making convective cooling
necessary because of the large stoichiometric area that would re-
sult from film cooling and lower preheat temperatures and inlet
pressures, making it feasible, although with higher pressure loss.
Hasegawa et al.@4# studied burning low BTU gas for an inte-
grated coal gasification combined cycle. The fuel required similar
primary zone residence time. Due to the high preheat and exit
temperature, the primary zone was cooled by a combination of

impingement and film cooling, the effect of the film cooling being
limited by the low adiabatic flame temperature of the fuel. For
kerosene combustion with preheat temperatures up to 850 K and a
homogeneous primary one, Griebel et al.@5# found only negli-
gible increase of CO for residence times above 4 ms already at
atmospheric pressure, hence shorter primary zones can be used in
aeroengines. The primary zone was convectively cooled, however,
with a velocity in the secondary channel, which was higher than
used for civil applications, requiring small channel heights. Due to
the advanced cycle of the intended application and the given po-
sition of the pilot combustor in the casing of the staged combustor
with small velocities at the backside of the linear, convective cool-
ing could be ruled out as satisfactory means to cool the rich pri-
mary zone. Zarzalis et al.@6# demonstrated satisfactory perfor-
mance for a short effusion cooled RQL combustor up to 19 bar.
Hence effusion and impingement cooling were chosen as techni-
cally feasible cooling methods for the primary zone length short-
ened to 50 mm to yield the smallest possible pilot combustor.

Since the choice of the cooling method influences the amount
of air and the pressure drop available for quenching, different
mixing concepts have to be chosen for both configurations. Lis-
cinsky et al.@7# and Doerr and Hennecke@8# investigated isother-
mal mixing from one row of holes into a rectangular duct. They
found more intense mixing of staggered holes compared to inline
holes, provided the nondimensional distance between holes S/D
was at least two. However, the amount of quenching air corre-
sponding to convectively cooled RQL combustors leads to less
than optimal mixing for annular liners with one row of holes
compared to tubular liner because of the lower combustor height
H/D. Hence Migueis@9# investigated mixing from two or more
rows of holes. He concluded that mixing has to optimized for
fastest near-field homogenization in the stoichiometric zone, the
final homogeneity being of secondary importance. For two closely
spaced rows staggered axially and circumferentially, quick large-
scale mixing especially in the circumferential direction was ob-
served, which was driven by the interaction of the counterrotating
vortices produced by each pair of staggered jets. Noncircular
holes for single-sided injection were investigated by Holdeman
et al. @10# Differences in mixing from circular and noncircular
holes were limited to distances upstream ofx/H less than one.
Bluff slots were more two dimensional in the row plane and had
less penetration than equivalent circular holes.

This contribution now focuses on the question of how to keep
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as much of the NOx-reduction potential of the RQL method dem-
onstrated earlier while using cooling technologies for high tem-
perature and pressure combustors. MTU and DLR together with
other partners split work to characterize two combustors, utilizing
the two different cooling and mixing concepts. While MTU de-
signed and investigated two rectangular four-nozzle sector com-
bustors under pressure conditions up to 800 K and 20 bars, DLR
took up the part of building atmospheric, rectangular five-sector
combustors of the same design with optical access and measure
species, temperature, and velocity.

Experimental Setup
The DLR combustors are shown in Figs. 1 and 2. Both com-

bustors have the same geometrical dimensions in length, height,
and width. The combustor air is preheated to 650 K by an electri-
cal heater. Before passing the heater, the total air mass flow is
measured by passing a critical nozzle.

For the first configuration the air is separated in primary, sec-
ondary, and effusion air by critical nozzles behind the preheater.
So the three air flows are separated from each other, the air split is
listed in Table I. The primary air gets into the combustor from the
primary air channel by passing five air blast nozzles. One of them
is depicted in the center plane of Fig. 1. In the combustor three
zones can be seen. The primary~rich! zone is the part of the
combustor from the dome up to the axial position with the mini-
mum height. The part of the combustor with the minimum height
is the mixing zone, where the secondary air is brought in. The
divergent part downstream is the secondary zone. The secondary
air flows through two channels situated on the upper and the lower
part inside the casing. To get into the combustor the secondary or

mixing air flows through two rows of pipes traversing the effusion
air chamber, ending in two rows of secondary air inlet holes on
each side of the liner. These secondary air inlet holes are arranged
staggered in the direction of the mean flow~x-direction! as well as
in the circumferential~z-! direction, as shown in Fig. 3. Between
the combustion chamber and the secondary air channel the effu-
sion air chamber can be seen~Fig. 1!. The effusion air enters into
this chamber from the back side through the effusion air pipes.
This cooling air gets into the combustor by passing the diagonal
effusion air holes which are situated over the whole liner wall in
the primary, the mixing, and the secondary zone. The backside of
the combustor is open so the exhaust gas can escape through a
chimney. To allow noninstrusive measurement techniques, two
rectangular windows are mounted in the sidewalls of the combus-
tor. These sidewalls are convectively cooled. The windows are
cooled by a cooling film. For laser Doppler anemometry~LDA !
measurements, only the primary and secondary air is seeded to
prevent clogging of the effusion air holes.

In the second configuration~Fig. 2! the primary and secondary
air is split according to the ratio of the effective areas in the
combustor liner, also shown in Table 1. The primary air gets into
the combustor by passing the five air blast nozzles. The secondary
air is divided into three parts on each side of the liner: in primary
zone cooling air, mixing or secondary air and secondary zone
cooling air. In this configuration the primary zone cooling concept
has changed into an impingement cooling. Between the liner wall
and the secondary air channel a chamber can be seen along the
length of the primary and the mixing zone in Fig. 2. The outer
wall of this chamber is perforated so that cooling air for the liner
wall of the primary zone can enter through several holes into the
casing, cooling there the backside of the liner. This primary zone
cooling air is brought into the mixing zone through one row of
concentric holes on each side of the liner, arranged staggered in
circumferential~z-! direction. The pipes of the secondary air are
situated in the center of these holes. So the primary zone cooling
air enters into the mixing zone of the combustor through annular
gaps and encapsulates the secondary air. The secondary zone is
cooled by two cooling films on each side of the liner. As a further
means to protect the primary zone, the liner and the dome are
coated with thermal barrier coatings. The design of the combustor
sidewalls and the outlet is identical to the first configuration.

Most of the measurements were performed in the central sector
of the five sectors, where sidewall effects are believed to be mini-
mal. The position of the measurement planes is shown in Figs. 3
and 4. For both configurations, three measurement planes perpen-

Fig. 1 Side view of combustor first configuration

Fig. 2 Side view of second configuration

Table 1 Air split of first and second configuration

Airsplit ~%! 1st Configuration 2nd Configuration
Primary air 22 20

Secondary air 52 28
Effusion air ~PZ! 11 -
Effusion air ~SZ! 15 -

Primary zone cooling air
~impingement cooling!

- 39

Secondary zone cooling air - 13

Fig. 3 Measurement planes and upper side of first configura-
tion, axial plane positions in mm behind the nozzle exit
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dicular to the tangential direction cutting every secondary air inlet
hole in one half of the center sector and up to five measurement
planes perpendicular to the axial direction have been investigated
~two in the primary and three in the secondary zone, depending on
the measurement method!. All investigations have been performed
with a preheating temperature of 650 K, except the gas analysis
and temperature measurement of the first configuration. Here the
temperature had to be decreased to 550 K due to structural prob-
lems. In order to preserve the mixing behavior for all experiments,
the pressure dropdp/p of the combustor was held constant at 3%.

Numerical Method

Code and Methods. The numerical simulations of the fluid
mechanical and chemical processes of the first geometry have
been performed with the unstructured three-dimensional Navier–
Stokes code ‘‘TRUST,’’ developed in DLR by Schu¨tz et al. @11#
for gas turbine applications, and is based on the KIVA II code of
Amsden et al.@12#.

In the TRUST code, the time-dependent conservation equations
for the turbulent flow of a chemically reacting mixture of ideal
gases are solved on a three-dimensional grid of body-fitted cells.
The TRUST code uses an ALE-solver~arbitrary Lagrange Eule-
rian method!. The half empiricalk–e model is used. Processes in
gas turbine combustion chambers are usually very fast and highly
turbulent. Therefore the chemical timescale was assumed to be
small compared to the turbulent time sale, such that the equilib-
rium assumption for the mixture would be valid. This assumption
will be discussed in the Results section. In turbulent reacting
flows the local values of temperature, composition, and density
generally fluctuate. These fluctuations can dominate their aver-
aged counterparts. The transport of the species mass fraction is
therefore characterized by the transport of the mixture fractionf
and it’s fluctuating counterpartg5 f * f 8. The assumption of a
Gaussian behavior of the mixture fluctuations around their aver-
age closes the heat release model~f -g model!.

In earlier publications~Griebel et al.@5#!, the importance of the
interaction between secondary jet flow and rich primary zone flow
for the performance of RQL combustors was pointed out. There-
fore we included the primary zone in the calculation domain. Be-
cause no measurements of the nozzle outlet were available, the
calculation domain of the first geometry was extended to include
the flow in the fuel nozzle.

Measurement Techniques
The local gas concentration was measured using a suction

probe and several analyzers for CO2, CO, O2, H2, UHC, and NO
~NOx). For the analysis of NOx the analyzer has been modified to
be able to measure not only NO, but also nitrogen containing
species like NH3 or HCN. These species are mostly built under

rich conditions in the flame front and oxidize to NO under leaner
combustion conditions. In a converter of the analyzer which is
heated up to 650°C these species were oxidized with a sufficient
dilution of oxygen into NO2. Hence the measured NOx is the sum
of all molecular bound nitrogen and will be called TFN~total
fixed nitrogen!. The sum of the preliminary produces of NO like
NH3 and HCN but also NO2 is called RTFN~rest total fixed ni-
trogen!. The accuracy of the gas composition measurements was
about 4%.

The temperatures inside the combustor were measured with an
Al2O3 layered PtRh-Pt thermocouple. For the second configura-
tion the temperatures are corrected for radiation effects, in the first
configuration a correction has not been made, due to the redun-
dancy reached by the CARS measurements. Comparison of both
methods showed that for the low temperatures measured, thermo-
couple measurements did not need a radiation correction.

Laser Doppler Anemometry. Velocities were measured
with LDA in forward scattering using TSI~model 9107 and 9155!
optics and Dantec electronics~model BSA!. The airflow was
seeded with titanium dioxide particles~,1 mm! which are added
to the combustor inlet before division in primary and secondary
flow. The accuracy of the mean velocities was about 5%~Hassa
et al. @13#!.

Coherent AntiStokes Raman Scattering. Temperatures of
the first configuration were also measured with a BOX CARS
arrangement using single shot N2 thermometry. The accuracy of
the mean temperatures was about 3%~Fischer et al.@14#!.

Results

First Configuration With Effusion Cooling

Experimental Observations.The radial staging of the staged
combustor enforced a very short primary zone for it’s pilot stage.
Hence effusion cooling seemed to be possible even for RQL com-
bustion, where a homogeneously rich primary zone is the ultimate
goal. Investigations of Stursberg et al.@15# showed a strong influ-
ence of liner cooling air on the effective equivalence ratio of the
combustion in the primary zone. For a homogeneous primary zone
Griebel @5# found a minimum of the TFN concentrations at an
equivalence ratio ofF52.22 at the end of the primary zone, but
also a strong soot formation for equivalence ratios higher than
F52. Considering this result, higher equivalence ratios are not of
practical interest. Based on these results all investigations of the
effusion air-cooled combustor have been made at an equivalence
ratio of F51.96 at the end of the primary zone, including effusion
air.

The axial development of combustion efficiency and nitrogen
species resulting in the measurement planes at constantx positions
is depicted in Fig. 5.

At the end of the primary zone, combustion efficiency as well
as RTFN is rather low. Ideally only CO should remain as carbon
species at the end of the primary zone, which would give a com-
bustion efficiency above 50% and RTFN should have reached it’s
maximum. Substantial RTFN formation is found in the mixing
zone, which is not fully reacted to NO up until the position at
x5108 mm where the pilot combustor would end in the staged
combustor. Here the combustion efficiency is also lower than de-
sired, although it would improve at higher pressure. Atx578 mm,
the reaction progress is like the one that the ideal RQL combustor
should have at the end of the primary zone, since production of
RTFN is limited to rich zones. To explain this behavior, we now
examine in more detail the development of the combustor flow.

In the primary zone the recirculation of the air blast nozzle
extends up to the end of the reduction of the liner height at 48 mm
behind the nozzle exit~Fig. 6!. At x538 mm the recirculation
areas of neighboring nozzles combine over the whole width of the
nozzle sector, however, with no measured backflow of secondary
air into the primary zone.

Fig. 4 Measurement planes and lower side of liner second
configuration, axial plane positions in mm behind the nozzle
exit
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Due to the wide extension of the recirculation, the maximum
possible residence time for the given primary zone length is at-
tained. It was estimated tot 55 ms. This residence time is calcu-
lated by the division of primary zone length over axial velocity,
which can be calculated by the mass flow and the estimated mean
primary zone temperature of 1300 K. The CARS temperature
measurements taken in the same plane at the primary zone exit
show that no reaction between the primary air and the effusion air
in the primary zone takes place.

Near the liner walls on the lower and the upper side of the
combustor, the temperature is very low. These low temperatures
result from the interaction between fuel placement and effusion air
cooling. By using an airblast nozzle with a wide cone angle and a
wall attached gas flow, a huge part of fuel is placed in the effusion
air zone. The remainder of that fuel was found in the UHC mea-
surements at the end of the primary zone. The result of this fuel
placement is a quench effect near the liner walls in the primary
zone. Only in the recirculation area the reaction has started to
yield higher heat release rates, thus higher temperatures have been
measured. However, at higher preheat temperature the evaporation
would be faster and higher pressure would accelerate the reaction,
such that less unreacted fuel would reach the effusion cooling
zone. It seems, that due to the improved protection of the liner
against hot reaction products by the effusion cooling compared to
the film cooling configuration of Stursberg et al.@15#, most of the

cooling air remains inert and just bypasses the primary zone reac-
tion, thus resulting in a too high fuel loading of the reaction zone,
delaying the reaction progress, such that our wrong assumption
about the interaction between cooling and nozzle air has led us to
choose a nonoptimum operating point.

In this atmospheric case, high heat release has been measured
in the mixing and secondary zone, as can be seen in Fig. 7. Due to
the slow reaction in the primary zone, fuel rich bubbles reach the
mixing and secondary zone and produce RTFN there~cp. Fig. 5!.
There is also rather considerable buildup of thermal NO in the
secondary zone. Due to the reaction delay, the quench zone mix-
ing cannot prevent the production of thermal NO, but without the
mixing as good as it is, the TFN concentration would be worse.
This can be seen in a measured EI_NOx (5EI_TFN) of 1.924
g/kg at the measurement plane atx5108 mm. Due to the atmo-
spheric pressure and the elevated equivalence ratio, the measure-
ments at the primary zone exit exhibit an incompleteness of the
chemical reaction.

Nevertheless the mixing induced by the two rows of axially and
circumferentially staggered secondary air holes is very good~cp.
Fig. 6!. The first injected secondary air stream penetrates nearly
3/4 of the height of the mixing zone. For the generation of the
counter rotating vortices described by Migueis@9#, that enhance
turbulence and mixing, at least the first pair of jets needs to pen-
etrate well into the opposed half of the combustor height. The
second jet is rapidly turned around in the main flow direction, the
collision between first and second jet resulting in a very high
vertical turbulence level measured at thex578 mm plane. From
the jet injection to that plane, the mean temperature distribution is
already reduced to a spread of 250 K. In the next measurement
plane, situated in the middle of the secondary zone, this high
turbulence is not measurable anymore and the vertical velocities
are small.

After the decision for the number of rows and the staggered
configuration, hole diameter and axial distance are the only free
parameters of the mixing. Since the jet to mainstream momentum
ration is given by the liner pressure loss and the combustor height,
and the mass flow by the equivalence ratios chosen for the com-
bustor zones, the hole spacing follows from the hole diameter.
Here a big hole diameter was chosen for the first row for good
penetration. Following that, a rather wide hole spacing S/D had to
be used. To limit the axial extension of stoichiometric zones
emerging between the holes, the axial row distance was chosen
much smaller thanx/S50.5 proposed by Migueis@9#. However,

Fig. 5 TFN, RFTN, NO, and combustion efficiency average of measurement of
planes at xÄ48, 78, 95, and 108 mm

Fig. 6 Interpolated vector plot of measured velocities in
nozzle center area
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the good vertical and circumferential homogeneity at the begin-
ning of the secondary zone shows that the right priorities have
been set in the choice of geometrical parameters.

Numerical Results. At the considered operating conditions
and atmospheric pressures the reaction process appears to be se-
verely delayed. However, at higher pressures the chemical reac-
tion process will be accelerated. To study the influence of pres-
sure, the numerical results describe the heat release to be infinitely
fast. In this model reaction delay is only produced by turbulent
mixture fluctuations but not by kinetical effects.

Contrary to the observations made at atmospheric pressure, the
highest temperatures of the primary zone in Fig. 8 are located near
the effusion air holes. Whereas at atmospheric pressure effusion
air quenches reaction even more, it can be expected that raising
the operating pressure will accelerate chemical reaction processes
and the quenching effect diminishes. The numerical results show
the situation where no quenching is present anymore and heat will
be released next to the wall. In this way the effusion cooling turns
out to stimulate heat release in an undesired part of the combus-
tion chamber.

Second Configuration With Impingement Cooling

Experimental Observations. The main difference to the first
configuration is the cooling concept, that has changed to impinge-
ment cooling in the primary zone, so that no extra air is brought
into the rich zone. Due to the decreased efficiency of the impinge-
ment cooling compared to the effusion cooling, the amount of
cooling air has to be increased to the expense of the mixing air.

Having learned that the optimum staging of small pilot RQL
combustors cannot be deduced from experience gained with larger
single-stage RQL combustors, a minimum of the TFN concentra-
tion has been searched at the combustor outlet. As can be seen in
Fig. 9, the curve of EI_NOx ([EI_TFN! is very flat over a wide
operating range with a minimum of 1.92 g/kg for a primary zone
air fuel ratio ~AFR! of 8.4 which is equal to an equivalence ratio
of F51.72.

Because nearly no difference between arithmetical and mass
averaging was detected, only the arithmetically averaged values
will be used from now on. In the optimum operating point at
primary zone AFR58.4, the combustion efficiency is very re-
spectable for atmospheric pressure. The remainder of the investi-

Fig. 7 Thermocouple temperatures in nozzle center plane

Fig. 8 Calculated temperature distribution of first configuration
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gation of the combustor was therefore performed at this AFR.
Again the axial development of nitrogen species is shown in Fig.
10.

In comparison to the first configuration, where the combustion
efficiency at the end of the primary zone was 32%, the combus-
tion efficiency in the leaner primary zone is now much better with
58%, a reaction delay can’t be seen any longer. Nevertheless,
there is still RTFN formation in the mixing zone. At the combus-
tor exit it’s part in the total fixed nitrogen is still bigger than that
of NO. The less than optimal quality of mixing becomes also
apparent with the increasing TFN concentration in the secondary
zone~see Fig. 10!. As for the first configuration, results from the
detailed investigation of the combustor flow are now presented to
explain these results.

Surprisingly, the recirculation zones of this combustor are iso-
lated from each other and much smaller although the same nozzles
are used. Apparently the increased heat release in the primary
zone causes a larger decrease in the effective swirl due to the
lower density as the relative increase of the swirl in the primary
zone connected with the absence of unswirled effusion air.

Although the conversion of the fuel in the primary zone is
faster than in the first configuration, chemical equilibrium is not
reached at it’s end. The thermocouple measurement at the axial
position gives a spatially averaged temperature of about 1600 K
which would be much higher if a CO concentration near equilib-
rium would have been reached, consequently rather high UHC
concentration in the percent range were measured. In this atmo-
spheric test case, caused by a small primary zone, the residence
time was too short~t'6.4 ms! to allow completeness of the
chemical reaction process. Under realistic pressure conditions this
problem wouldn’t exist due to faster reaction rates.

The measurements of the mixing zone of Fig. 11 shows a clear
separation of axial mean velocities of the primary and the mixing
zone. Nevertheless, a turbulent exchange, as it is often the case in
the wall jet primary zone interaction, is possible between the pri-
mary and the mixing zone. If there is enough turbulent exchange
producing a transport of mixing air into the primary zone it is not
secondary but cooling air: in Fig. 11, two histograms of the axial
velocity are shown.

The upper histogram represents the axial velocity distribution

Fig. 9 Mass and arithmetically averaged EI_TFN for several primary zone air fuel
ratios „AFR…

Fig. 10 Axial development of nitrogen emission indices „upper: EI_TFN,
middle: EI_RTFN, lower: EI_NO …, calculated with molecular weight of NO 2 for a
primary zone AFR of 8.4
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off axis of the jet, the radius corresponds to a position over the
concentric orifice, the lower one presents the axial velocity on the
axis of a mixing jet. Here it can be clearly seen that directly over
the secondary air inlet hole only very few samples with negative
velocities have been detected. In the primary zone cooling air
stream, a higher part flows back in axial direction, but not much.
By inspection of the interpolated vector field of Fig. 11, an over-
penetration of the secondary air jets becomes apparent. The ex-
periments have shown that the encapsulating primary zone cool-
ing air prevents good mixing of primary and secondary air. Only
the primary zone cooling air and the primary air are well mixed.

The secondary air overpenetrates, because it is shielded from the
attack of the primary zone fluid by the surrounding cooling air.

In the secondary zone the situation is reflected in the measured
local equivalence ratios that are lower than the secondary zone
average in the central area of the combustor~12 mm,y,212
mm!. Lean secondary air is concentrated near the liner walls and
due to the incomplete mixing of primary and secondary air, the
gas mixture around the center axis is much richer. The resulting
measured equivalence ratioF50.62, can also be calculated by the
air mass flow ratios of primary and cooling air, omitting the sec-
ondary air mass flow. All measurement planes with constant

Fig. 11 Interpolated velocity vectors, axial velocity as gray scale, histograms with axial veloci-
ties in nozzle area „upper: position over primary zone cooling air orifice, lower: position over
secondary air inlet hole …
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z-positions cut one secondary air inlet hole, so no fuel rich area
has been detected. However, the existence of rich pockets can be
presumed in the flow between the holes that will prevail longer for
a single than for a double row configuration.

Due to those bubbles and nonequilibrium in the primary zone, a
high heat release is produced up to the middle of the secondary
zone so that additional thermal NO is formed in these areas. More
downstream a homogenization takes place and the production of
TFN is stopped. In difference to the first configuration this ho-
mogenization does not take place until downstream to the second
measurement plane of the secondary zone. By improvement of the
mixing process, this extra production of thermal NO can be
avoided.

Taking into account results of the second configuration, a de-
sign modification was proposed with cooling air holes elongated
in the circumferential direction~see Fig. 12! preserving the effec-
tive hole area. Because the area of the shear layers is increased,
the overpenetration is avoided and at the same time, the distance
between the jets is reduced, thus reducing the volume of the rich
bubbles of primary air. Calculations show a more homogeneous
temperature distribution at the outlet, where the hot core is effec-
tively mixed out. Meanwhile the configuration has been success-
fully tested by MTU and results will be reported in the future.

Summary
A rectangular sector combustor with two different cooling mix-

ing concepts was investigated. The combustor configuration with
an effusion air cooling concept shows incomplete combustion in
the primary zone for the chosen operating point being too far on
the rich side. The reaction is delayed into the mixing and second-
ary zone, exhibiting high RTFN and thermal NOx building rates
there. Nevertheless the quench zone mixing concept with two
staggered rows of secondary air inlet holes works well and an
acceptable NOx emission index at the defined combustor end is
obtained.

The second configuration with impingement cooling showed a
faster chemical reaction in the primary zone, but the desired reac-
tion progress of the primary zone was not fully reached. Fuel rich
bubbles pass between the jets producing relatively high RTFN.
The mixing concept with one row of secondary air jets encapsu-
lated by primary zone cooling air shows not so good mixing in the
quench zone. The problem was alleviated by a modified mixing

concept. The resulting production of thermal NO could be reduced
by alternative quench zone designs. The numerical results and the
pressure tests of the final configuration will be reported by MTU
after the completion of the project.
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Nomenclature

AFR 5 air fuel ratio
EI 5 emission index

CARS 5 coherent antiStokes Raman scattering
LDA 5 laser Doppler anemometry
LPP 5 lean premixed prevaporized

RMS 5 root mean square
RQL 5 rich quench lean

RTFN 5 rest total fixed nitrogen
TFN 5 total fixed nitrogen

h 5 combustion efficiency
F 5 equivalence ratio
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Gas Turbine Mach Number
Control With Simplified Fuel
System
The compressor exit Mach number control theory presented here will enable improved
control of transient compressor working point trajectories of a turbine engine. This will
allow the steady working line to be raised towards the surge boundary with the advantage
of increased thrust and reduced specific fuel consumption. This new control method can
replace the rigid acceleration and deceleration limiters of the fuel control loop, and
achieve superior surge avoidance performance. This paper documents the theoretical and
practical study of Mach number controllers designed for implementation with a simplified
fuel pump system and the subsequent testing of the controllers on an aeroengine in the sea
level test bed in DERA Pyestock. The new controller incorporated two Mach number
dynamic limiting control loops (one each for acceleration and deceleration) besides the
NH controller. Several designs were tested successfully and demonstrated not only Mach
number control from idle to full power, but also surge avoidance. Engine start control was
also tested in the latest engine test.@DOI: 10.1115/1.1359785#

Introduction
A standard practice in modern advanced military engines is to

implement high pressure compressor surge avoidance and flame
out by precise closed-loop control of spool accelerations and de-
celerations~NHdot! through fuel flow. The benefits are consider-
able. For instance, thrust response times are repeatable, and tran-
sient trajectories on the compressor map are consistent in spite of
fuel type and temperature variations. What is more, the accuracy
to which the compressor trajectories can be controlled allows the
working line to be raised towards the surge boundary with the
advantage of increased thrust and reduced specific fuel consump-
tion. On the debit side, the closed-loop NHdot control isobstruc-
tive in that the occurrence of surge invokes anincreasein fuel
flow in order to maintain NHdot. This problem is conventionally
countered by open-loop fuel flow limits, which may be sensitive
to high pressure compressor~HPC! delivery pressure~Pt3!, to
ensure that excessive over-fuelling cannot occur. Accurate meter-
ing of fuel flow therefore remains a prime requirement for the fuel
system and the much sought after mechanical simplifications, with
reliability and cost improvements, have not so far been achieved.

The positions of the constant NHdot lines are not unique. Lev-
els of power extraction from the HP spool and the general heat
soak condition of the engine tend to move these lines bodily rela-
tive to the axes of the compressor map. In times of heavy power
extraction, the steady working line will move towards the com-
pressor surge line. This movement effectively reduces the maxi-
mum acceleration rate before initiating surge. If the surge margin
and the fuel limit are set using the worst power off-take scenario
over the whole flight envelope, the engine performance will be
seriously restricted. This issue is particularly relevant to the
‘‘More Electric Engine’’ concept1 ~Toyne and Hodges@1#, Cronin
@2#, and Chan@3#! when significant power off-take from the en-
gine is anticipated. A back-up limiter implemented in terms of
compressor exit Mach number~General Electric Company@4#!
will intercede an NHdot acceleration control loop in this situation,

removing the need for the less accurate fixed schedule fuel limit-
ing. Much improved transient performance can be obtained for all
levels of power off-take operation. The reduced reliance on fuel
scheduling will enable hardware simplification of the fuel system.

Engine control law research at DERA Pyestock in the past has
centered on active closed-loop control of fan and compressor
working lines and trajectories. Currently, fan and compressor
working lines are set by open-loop scheduling of propulsion
nozzle area and inlet guide vane position. A closed-loop working
line Mach number controller has been considered in this paper.
Previous work covering sensor requirements, inlet distortion ef-
fect and surge recovery performance has been published~Dadd
and Porter@5#!. Successive Mach number controllers have been
developed, optimized, and tested on a typical military aero-engine
equipped with a simplified fuel system. To assess the capability of
the Mach number control, there was no requirement for stringent
fuel metering accuracy. While not representative of a flight worthy
fuel system, many of the simplifications tested could be incorpo-
rated in flight standard hardware leading to reliability improve-
ments and cost savings.

The engine trials discussed in this paper include the investiga-
tion of Mach number characteristics in the whole power range
including engine subidle. Besides normal acceleration and decel-
eration loops, engine startup has also been demonstrated.

Test Set-up
The control concept has been investigated in a sea-level test bed

in DERA Pyestock and successfully demonstrated its capability.
The test vehicle is a conventional two-spool military engine
equipped with a simplified fuel system with no fuel flow
feedback.

The simplified fuel system concerned was a variable capacity
fuel pump with significantly simpler system design compared with
its predecessors. Furthermore, it differed from the conventional
scheme in that the required fuel flow was adjusted by metering the
spill flow.

Instrumentation
For the purposes of the engine test work reported here, Mach

number measurements were inferred from dynamic head and local
pressure. The conventional absolute and differential diaphragm
pressure transducers used were engine mounted. Although turn-
down effects on the measured Mach number are small, even
across the flight envelope, there are significant turndown effects

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the JOURNAL OF ENGI-
NEERING FORGAS TURBINES AND POWER. Paper presented at the International Gas
Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May 8–11,
2000; Paper 00-GT-044. Manuscript received by IGTI Feb. 2000; final revision re-
ceived by ASME Headquarters Jan. 2001. Associate Editor: M. Magnolet.

1This is an engine system concept in which the power off takes from the engine
are electrical in nature so the need for on-engine hydraulic power generation and
bleed air off takes is removed.
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on the individual pressure measurements used to derive Mach
number. These effects reduce the precision with which Mach
number can be measured for high altitude and low speed flight.
Dadd and Porter@5# has documented the scale of Mach number
uncertainty at different flight conditions. Measurement of HPMN
forms the basis of the control laws defined in the next section.

Figure 1 shows the instrumentation layout for these tests. The
total and static pressure probes required for these measurements
are positioned on opposite sides of the compressor casing. This is
a constraint imposed by the engine architecture, which could lead
to dynamic errors due to rotational compressor flow effects. The
Mach number response to rotating stall cells could be particularly
affected. The instrumentation could be much improved if consid-
ered at the engine design stage.

Functional Requirements
The control law requirements considered are based on control

of fuel flow in the dry engine regime. Final nozzle area and HPC
inlet guide vanes are to be controlled to open-loop schedules as is
the current convention. Control of fuel is therefore to be used for
the following features:

1 Steady state thrust level control~i.e., range governing!
2 Acceleration control
3 HPC surge avoidance
4 Turbine temperature limiting
5 Recovery from HPC surge
6 Avoidance of flame-out during deceleration.

Control of thrust relies on stable, closed-loop fuel control of an
engine thrust-related parameter such as HPC shaft speed~NH!,
fan speed~NL!, or engine pressure ratio~PR!. Closed-loop fuel
control of turbine temperature~and/or other physical limits! is
used to override the main thrust control as the need arises. The
major problem faced in the design of these closed-loop functions
is to ensure that stability and response are retained over the op-
erational envelope of the aircraft despite the corresponding varia-
tions in engine and fuel system characteristics.

First line avoidance of HPC surge in these existing systems
relies heavily upon accurate closed-loop fuel control of HPC ac-
celeration~NHdot!. This control limits acceleration over-fuelling
at all flight conditions, and gives useful accurate time control of
thrust transients, but suffers in having undesirable behavior in

response to surge. Surge results in an immediate reduction in
NHdot and a consequent increase in fuel flow to restore NHdot
through the action of the closed-loop. Second line protection is
provided by means of a scheduled open-loop limit on fuel flow
excursion. This is the feature that imposes stringent requirements
on fuel flow control accuracy and which, in turn, leads to the need
for complex fuel system designs.

The Mach number control law described in the next section
provides an alternative approach to engine control, which is inde-
pendent of absolute fuel metering accuracy and provides robust
stability and response even with large variations in fuel system
dynamics.

Control Law Configuration
The engine control laws implemented were devised during a

feasibility study~Dadd, Shutler, and Greig@6#!. The control struc-
ture, or configuration, is repeated here in order to clarify the rea-
soning behind the type of test imposed on the engine and the
assessment of the test results.

Figure 2 gives a general view of the control configuration
adopted. The fuel control concept employed is to use a carefully
chosen engine parameter in an inner closed loop to set the fuel
valve area. In effect this closed loop is the alternative to the com-
bination of pressure drop regulator and valve position control loop
of the conventional fuel control system. The outer engine control
loops, such as thrust and acceleration and turbine blade tempera-
ture limiter loops are then designed to work via the inner control
loop. Given the availability of a suitable engine parameter for the
inner control loop, the advantages expected from this structure are

1 The anticipated uncertainty of the fuel system dynamic char-
acteristics are included in an inner closed loop so that the effect of
these uncertainties on the response and stability of the outer en-
gine control loops can be minimized by good design.

2 If the selected engine parameter is one that shows high sen-
sitivity to HPC surge margin, or working line displacement, then
limits applied to the inner control loop demand can provide the
necessary back-up control to the outer NHdot acceleration and
deceleration control loops.

Ideally, the selected inner loop parameter must exhibitcon-
structivebehavior in the presence of surge. That is, its action must
be to reduce fuel flow in the event of surge. With this provision a
third advantage might be claimed,

Fig. 1 HPMN probe arrangement

Fig. 2 Mach number control law configuration
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3 Under all steady-state and transient engine conditions the pri-
mary loop will act, initially, in such a way as to reduce fuel flow
in the event of surge.

The control structure chosen for the engine tests is shown in
greater detail in Fig. 3. The inner/outer loop configuration follows
the suggestions made above in all respects. Note that the param-
eter selected to provide the inner closed-loop control is the HPC
exit Mach number~HPMN! as recommended by Dadd et al.@5,6#.
HPMN is a direct compressor working point measure, i.e.

HPPR5 f ~WAT/P!,

maps into

HPMN5g~NH/AT!,

which is invariant provided compressor geometry does not
change. Moreover, it can be shown that HPMN shows approxi-
mately two to three times the sensitivity to displacement from the
working line than does HPC pressure ratio, while having an ex-
tremely low turn-down ratio over the engine operating range.
Since it also shows rapid dynamic response to fuel flow changes,
HPMN is considered an acceptable candidate parameter for the
inner loop control in accordance with the statements~a! and ~b!
above. More significantly, HPMN exhibitsconstructivebehavior
in the presence of surge and therefore meets requirement~c!. This
surge behavior and a demonstration of successful surge recovery
have been described by Dadd and Porter@5#.

Engine thrust level in these tests is determined by outer loop
control of HP compressor speed~NH! from pilot’s lever com-
mand. The choice of NH has no particular significance to either
the relevance of the demonstration or to future fuel system work.
HP compressor acceleration~NHdot! control is applied as a rate
limit on the outer loop command. Additional outer loops~accel-
eration and deceleration! for HPMN limiting, which restrict
HPMN deviation during fast engine transients, override the
NHdot acceleration control if the predicted boundaries for surge
or flame-out are encountered. The surge and flame-out limits are
applied to these outer Mach number loops for acceleration and
deceleration. Not shown in the diagram are other limiting control
loops, such as turbine blade temperature control, which are ap-
plied as other outer loops, replacing the thrust control loop at high
temperature conditions. Selection of the outer control loop from
those competing is achieved through the action of lowest and
highest wins signal gates.

Controller Design. The control structure selected on the ba-
sis of the arguments presented in the last section means that the
inner ~Mach number! loop is common to all of the dry engine
control loops, which include the outer NH governor loop, the
NHdot acceleration and deceleration loops. Mach number limiting
loops, and other temperature and pressure limiter loops.

This control mode has been shown to be fundamental to the
success of the fuel system simplification concept~refer to control
law configuration section!. In the event that engine HPMN should
approach a limit set to define surge, for whatever reason, then
control is switched from the speed control loop and one of the
MNER limiting loops must accept full authority for the control of
fuel flow. Operation in the Mach number acceleration control
mode maintains surge margin by restricting HPMN excursions, or
MNER, to a defined limit, ALMT. Two design schemes were de-
veloped for comparison. Their differences are explained here.

Acceleration Control Via Mach Number Error Selection.In
this control scheme, the outer loops output Mach number error
~MNER! demands selection. Figure 3 shows the overall block
diagram of this scheme. A Hanus~Hanus, Kinnaert, and Henrotte
@7#! feedback block and a demand ramp generator were included.
The Hanus block prevented the integrator in the demand ramp
generator from winding up when the main speed loop lost control
to either of the Mach number limiting loops.

The Mach number dynamic limiting control blocks~namely
‘‘Acc Control’’ and ‘‘Dec Control’’ in the figures! are primarily
proportional plus integral (P1I ) controllers which compare the
MNER feedback with scheduled limits and deliver the demands
for selection. With the right set of gains, one of these demands
will become dominant when the scheduled limit is reached. A
Hanus feedback block is also incorporated to maintain an appro-
priate integrator output when the loop is not selected.

Acceleration Control ViaNHdot Selection. Figure 4 shows an
overall block diagram of this second method of Mach number
control. It is very similar to the first scheme: the main differences
are change of the parameter used for loop selection and removal
of the inner loop feedback path. The selection of the loop in con-
trol of the engine is now the parameter NHdot demand instead of
Mach number error demand. This method eliminates the necessity
for an integrator in the main speed control loop with its inherent
need for resetting during a transient.

Fig. 3 Engine control law using MNER selection
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Fig. 4 Engine control law using NHdot selection

Fig. 5 Mach number signal characteristics
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Fig. 6 Mach number signal from various NHdot starts

Fig. 7 HPMN acceleration control using MNER selection
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The Mach number dynamic limiting control blocks for this
scheme have identical structure to those used in the first scheme.

Start Control. Due to time and financial constraints, only one
of the two control schemes was tested in the engine starting re-
gime. The controller with the NHdot selection~Fig. 4! was
chosen.

Since the Mach number controller will only be effective when
combustion is confirmed and when the influence of the air starter
has subsided, the following criteria have to be satisfied before
control can commence.

1 The igniters must have ignited the fuel; this was detected by
observing a pre-determined increase in T6.

2 The engine acceleration rate must have been reduced to that
set by the controller. The air starter produces an initial accelera-
tion much higher than achievable by burning the start fuel alone.
This extra check before the closed-loop control took over attempts
to prevent the start fuel flow being reduced by an appreciable
amount during the start.

As the differentiation of NH to derive NHdot produces a very
noisy signal, a first-order low pass filter was used to smooth this
parameter. During the period before closed-loop engine control is
activated, the start fuel schedule is used. Simultaneously, the in-
tegrators of the control loops are initialized.

In these tests, a volume flow meter was used to set light-off fuel
level. This represents the only remaining requirement for open-

loop scheduling of fuel, assuming that the concepts presented in
this paper are an acceptable alternative when the engine is oper-
ating. Future work will address how the light-off requirements can
best be met without recourse to reintroduction of significant hard-
ware complexity.

Engine Test Result and Analysis
The main objectives of the trial were to verify the Mach num-

ber control schemes, and to test the feasibility of Mach number
control during the starting of a gas turbine engine. Prior to the trial
of the controllers, the schedules for HPMN and MNER limit have
to be constructed using data from engine identification.

Engine Identification. Above idle conditions, the engine
characteristics were obtained by analyzing data from a series of
engine manouvers. Figures 5~a! and 5~b! show the recorded data
from a series of accelerations and decelerations at various rates of
change in NH. Figure 5~c! shows the Mach number deviation
plotted against NHdot for selected values of NH.

All lines show an apparent increase in gain near the steady-state
condition, which may be associated with the heat soaking effect.
These results also highlight the different gains during decelera-
tion, compared with the almost constant gain during acceleration.
It is not known if these results are typical or due to the total and
static probes measuring Mach number being located on opposite
sides of the engine as a result of physical constraints.

Fig. 8 NH governor performance under HPMN control
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During the tests described in this paper, the single control gain
used was the mean value of the gains required for all acceleration
deceleration rates. This did not take into account the sense of the
Mach number error signal. On reflection it may have been prudent
to account for the nonlinearity shown in Fig. 5~c! when choosing
control gains. Oscillations during decelerations through 70 percent
NH were observed, which were subsequently resolved by reduc-
ing the loop gains.

It is difficult to identify the characteristics of the engine in the
range below idle, and in particular the range below the self-
sustaining speed. The main method chosen for this regime was to
start the engine under NHdot control with the rate set to 2, 1, 0.5,
and 0.25 percent/s. It was arranged that the control would not
come into action until the achieved NHdot was less than the value
in demand. The results from these starts are shown in Fig. 6~a!.

It is difficult to extract meaningful results from this figure be-
cause of the noise on the traces, although it can be seen that the
Mach number signal gives a good indication of engine light up.
The data of Fig. 6~a! are replotted in Figure 6~b! following filter-
ing to reveal more clearly the underlying trends.

The first point to note is that the Mach number signal has pos-
sibly shown up some form of stall~indicated by the significantly
lowered Mach number! occurring at about 25 percent NH during
the 2 percent/s start. Secondly it can be seen that below 30 percent
NH there is no noticeable difference in the Mach number signals
from the 1, 0.5, and 0.25 percent/s starts. Between 30 percent and
38 percent~where the starter disengaged! there is a small devia-

tion in the Mach number. Without assistance from the starter mo-
tor ~i.e., above 40 percent NH! there is a considerable change in
the Mach number signal with NHdot thus allowing it to be used
confidently for Mach number control after this event.

From this set of data, a steady-state Mach number relationship
was estimated. To avoid a possible engine stall, a Mach number
limiting schedule was also chosen to give approximately a 1
percent/s acceleration rate. Trials of engine start control are dis-
cussed in the section on ‘‘Starting Under Mach Number Control.’’

Acceleration Control Via Mach Number Error Selection
„Idle and Above…. One of the main aims of the Mach number
control law was to achieve accurate Mach number excursion con-
trol. The control scheme~Fig. 3! was tested by setting the Mach
number error limit, ALMT, to a level predicted to correspond to an
acceleration NHdot of 5 percent/s and increasing the requested
NHdot to 5.5 percent/s. Figure 7 shows that the acceleration of 5
percent/s was achieved~Fig. 7~a!! and the Mach number error
~MNER! is controlled to the required limit~ALMT ! with good
accuracy~Fig. 7~b!!. The overall control stability was also dem-
onstrated~see Fig. 8! during a series of 5 percent step changes
~‘‘stair case’’ test! in demand speed. By normal control standards
these are good control responses.

Acceleration Control Via NHdot Selection„Idle and Above….
The test described in the previous section was repeated with the
control architecture shown in Fig. 4. This simpler control scheme

Fig. 9 HPMN acceleration control using NHdot selection
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did not perform as well as the first scheme, as is shown in Fig. 9.
Here the acceleration control loop~‘‘Acc Control’’ block in Fig. 4!
tended to keep control even though the Mach number error was
significantly below its limiting value~between 5 and 7/s in Fig.
9~b!!. In addition, the gains for acceptably stable control were not
high enough for good responsive handling. It is apparent at the
beginning that the Mach number changed slower~Fig. 9~b!! and
the fuel flow rate~Fig. 9~c!! did not increase as fast as the re-
sponses~Fig. 7~b! and 7~c!! obtained previously. The overall con-
trol stability was also checked to be comparable with previous
results.

Starting Under Mach Number Control. Figure 10 shows
two engine starts under the NHdot controller and the Mach num-
ber controller separately. In both cases the results are plotted
against NH to allow direct comparisons to be made without the
complexity of a differing times to reach idle.

Figures 10~a!, 10~b! and 10~c! show the start under conven-
tional NHdot control. During these tests the closed-loop control of
fuel demand starts when the engine is alight and the achieved
NHdot is less than the demanded value~Fig. 10~a!!. For future
application, a highest wins selection between the fixed starting
fuel flow and the output of the controller can be applied, once
light-up has been identified. It can be seen that in this particular
start, the controller started prematurely as indicated by the fuel
flow ~Fig. 10~c!! dropping below its starting value for a brief

period of time. This was most likely due to a noise spike on the
computed NHdot signal. The demanded NHdot~Fig. 10~a!! was
achieved up to the point when the starter automatically disen-
gaged~at around 38 percent NH!. After this point the demanded
NHdot rises rapidly, which the achieved value never quite meets.
For this start the Mach number control limit~Fig. 10~b!! was
raised to prevent unwanted selection which would have corrupted
the desired results.

Figures 10~d!, 10~e!, and 10~f! show a Mach number controlled
start with the Mach number limit scheduled against NH~Fig.
10~e!! to maintain nominally a 1 percent/s NHdot as described in
the engine identification section. In this start the change over to
closed-loop control operated as expected and the fuel flow~Fig.
10~f!! increased from its initial light-off value~unlike the experi-
ence with the NHdot control!. The Mach number error~Fig. 10~e!!
tracks the limit value very successfully, and the achieved NHdot
~Fig. 10~d!! was near to the intended value~1 percent! except
when the starter disengaged. While there was no noticeable step in
Mach number error, or fuel flow, there was a large step change in
NHdot. The limiting value of Mach number error is scheduled
against NH and was set to be a smooth line with no discontinui-
ties. If the Mach number limiting schedule was set to respect
compressor operating boundaries, faster, safe, and reliable starts
might be achieved.

While these tests demonstrated that starting could be achieved

Fig. 10 Mach number control start with NHdot selection
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using Mach number control, it was not considered sufficiently
robust for normal use below the self-sustaining condition due to
the insensitivity of the feedback signal.

Conclusion
It is sufficient here to note that, being based on closed-loop

control of appropriate engine parameters, the Mach number lim-
iters ~working line controls! can be designed to be independent of
fuel metering accuracy or variable geometry position control ac-
curacy. This implies that the working line controls will be effec-
tive despite engine degradation which affect the open-loop engine
calibrations.

The work at DERA Pyestock has confirmed engine parameter,
HPMN, which is sensitive to working line displacement and has
dynamic characteristics suitable for surge avoidance and control.
This parameter is said to beconstructivein their response to surge
in that it responds in a sense that causes the closed-loop working
line control to reduce fuel flow.

In the Mach number controller design, two Mach number dy-
namic limiting blocks ~for acceleration and deceleration! have
been incorporated into the outer loop, which aim to provide accu-
rate control of Mach number during fast engine transients. With
this basic design, two control schemes of different architectures
have been developed for comparison.

By using dynamic instead of static limiting of Mach number
error, the first control scheme~Fig. 3, Acceleration control via
MNER selection in the Acceleration control via Mach number
error selection section! achieved accurate control of Mach num-
ber. The control of the Mach number becomes independent of the
inner loop gain, which will allow flexible Mach number control
design. Therefore, the control of the working line of the high
pressure compressor can be improved. The second scheme tested
~Fig. 4, in the Acceleration control via NHdot selection section!
did not perform as well as the first in terms of Mach number
accuracy. However, both control schemes achieved good control
stability.

Engine starting with Mach number control was demonstrated,
but only considered really practical at speeds greater than self-
sustaining level~i.e., without starter assist!. Below this level, the
gain between Mach number error and NHdot becomes too small
for reliable control application. It is most probable that NHdot
control will be adequate below this condition but some strategy
for achieving light-off fuel flow will be needed. In order to secure
the fuel system simplifications being pursued in this paper, this
strategy will have to operate without a requirement for accurate
scheduling. This remains the target of current research at DERA
Pyestock.

Acknowledgments
The technical research documented in this paper was conducted

by DERA Pyestock in the last three years under different pro-
grams funded by DTI CARAD and MOD. The researchers in-
cluded M. J. Porter, A. G. Shutler, and the authors. This is a joint
paper between DERA and Frazer-Nash Consultancy Ltd.

Nomenclature

ALMT 5 Mach number error limit during engine acceleration
dP3 5 Dynamic pressure at high pressure compressor exit,

Pt3-Ps3~KPa!
HPC 5 High pressure compressor

HPMN 5 HPC exit Mach number represented as dP3/Pt3
MNER 5 Mach number error

NH 5 High pressure compressor spool speed~percent!
NHdot 5 Rate of change of NH~percent/sec!

NL 5 Low pressure compressor spool speed~percent!
P 5 Proportional

P1I 5 Proportional plus integral
PI 5 Engine intake pressure~KPa!

PR 5 Engine pressure ratio
Ps3 5 High pressure compressor exit static pressure~KPa!
Pt3 5 High pressure compressor exit total pressure~KPa!

T 5 Flow temperature~°K!
W 5 Mass flow rate~kg/s!
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Uncertainty Reduction in Gas
Turbine Performance Diagnostics
by Accounting for Humidity Effects
The paper presents an analysis of the effect of ambient humidity on the performance of
industrial gas turbines and examines the impact of humidity on methods used for engine
condition assessment and fault diagnostics. First, the way of incorporating the effect of
humidity into a computer model of gas turbine performance is described. The model is
then used to derive parameters indicative of the ‘‘health’’ of a gas turbine and thus
diagnose the presence of deterioration or faults. The impact of humidity magnitude on the
values of these health parameters is studied and the uncertainty introduced, if humidity is
not taken into account, is assessed. It is shown that the magnitude of the effect of humidity
depends on ambient conditions and is more severe for higher ambient temperatures. Data
from an industrial gas turbine are presented to demonstrate these effects and to show that
if humidity is appropriately taken into account, the uncertainty in the estimation of health
parameters is reduced.@DOI: 10.1115/1.1470485#

Introduction
Use of monitoring systems for assessing the condition of a gas

turbine and its components is widespread today. Such systems
provide substantial information, which helps, on one hand, mini-
mizing outages and on the other hand optimizing engine usage. It
is thus desirable that the information provided is as accurate and
as reliable as possible.

Current day trends favor the implementation of monitoring and
diagnostic procedures with a high degree of automation, minimiz-
ing the need for specialized personnel. Moreover, it is recognized
that on-line implementation gives a substantial benefit to engine
operators. Cases of on-line systems operating in industrial gas
turbines have been reported by Andersen@1#, Gulen et al.@2#, and
Razak and Carlyle@3#, who have commented on advantages over
off-line processing. In the case of on-line systems with high de-
gree of automation, it is important that the techniques employed
provide information with a high confidence level and do not pro-
duce false alarms.

In order to achieve high accuracy, all possible factors influenc-
ing performance should be accounted for. One factor which is
often considered to not influence performance significantly is am-
bient humidity. Many gas turbines operate in environments in
which absolute humidity is very small, does not vary significantly
and has therefore small influence on performance~as, for ex-
ample, reported by Cloyd and Harris@4#!. This is the reason why
ambient humidity effects have not received much attention in in-
dustrial gas turbines. On the contrary, the stringent requirements
posed on aviation gas turbines have led to numerous investiga-
tions on ambient humidity effects. An extensive reference to such
effects has been given in AGARD-AR-332@5#, while effects of
humidity on jet engines have been studied by Bird and Grabe@6#
and Gu and Palmer@7#. A presentation of such effects for jet
engines and aero derivative gas turbine gas turbines has been
given by Walsh and Fletcher@8#.

The purpose of the present paper is to investigate the impact of
the presence of air humidity on monitoring procedures for indus-
trial gas turbines. Humidity effects are first discussed and the way

of introducing them in engine models is presented. Influence of
humidity level on the values of monitored parameters and their
interrelations is then examined. The predictions are substantiated
through measurement data from an operating gas turbine.

Study of these effects, their incorporation into monitoring pro-
cedures and relevant measurement data have not been previously
presented in the open literature to the knowledge of the authors.

Modeling Humidity Effects on Gas Turbine
Performance

Humidity influences the performance of a gas turbine because it
changes the thermodynamic properties of the working medium,
which is a mixture of dry air and water vapor. This means that the
interrelations between various thermodynamic quantities charac-
terizing engine performance will be modified accordingly. In the
following, the way of incorporating humidity effects in gas tur-
bine calculations will be outlined. The particular approach fol-
lowed by the authors in the present work will be highlighted.

The effect of different levels of humidity on the values of mea-
sured quantities can be evaluated with the aid of an engine model.
By using a component-based computer engine model, values of
measured quantities can be computed and compared for different
humidity levels. The case of a twin shaft gas turbine is analyzed
here. This particular configuration is chosen for the reason that
test data are available from such an engine, and will be used later
in the paper to demonstrate the principles discussed. The layout of
such a turbine, indicating the subdivision into main modules for
modeling purposes is shown in Fig. 1. The discussion is general
enough, however, and gives the basis for implementation to any
type of gas turbine.

The model is formulated as a solver of a set of nonlinear equa-
tions, relating various thermodynamic quantities at the inlet and
outlet of engine components, ensuring compatibility between their
operation. Modifications introduced in order to account for hu-
midity are mainly in two levels:

• All calculations of thermodynamic processes use properties
(Cp , R, g! of a working medium which is considered to be a
mixture of air and water vapor. Mixture properties are calculated
on the basis of its constitution according to well-known principles
of thermodynamics. The water content is taken into account
through the magnitude of absolute humidity, also called water-air
ratio, defined as the ratio of water vapor to dry air mass:

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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WAR5
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md,a
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This quantity may be derived in different possible ways, as for
example from relative humidity measurement or from dry and wet
bulb temperature measurements. Relations for estimating the dif-
ference ifCp , R, g, between wet and dry air are derived in Ap-
pendix A.

• Calculation of component performance parameters is based on
performance maps for each component with dry air as working
medium, by applying appropriate transformations to include hu-
midity. The relations used to transform quantities for dry air op-
eration to quantities for wet operation are based on methods re-
ported in AGARD@5# and are as follows:
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Subscriptd in all the above relations denotes properties of
working medium at the corresponding component, when the air at
gas turbine inlet is dry. Subscriptw denotes the same quantities in
operation with wet air at gas turbine inlet.

When data from operation at different ambient conditions~pres-
sure, temperature, and humidity! are to be compared, they should
be referred to the corresponding quantities at some reference con-
dition. Such comparisons need usually to be done when analyzing
measurement data from different time instants. The above rela-
tions can serve as a basis for deriving referred~corrected! quanti-
ties for this purpose. We will choose dry air at standard day as a
reference.

A direct consequence of Eqs.~2.1! and ~2.2! is that referred
~corrected! rotational speed and mass flow rate will be

Ncor5NYA g•R

1.43287
•u, (5.1)

Wcor5
W

d
A R

287
3

1.4

g
•u. (5.2)

Concerning temperature, given thatDh5CpDT, Eq. ~2.3! can
be used to show that temperature ratio depends only ong. For
applications involving ambient humidity, it is shown in Appendix
A that changes ing are very small and in any case about one order
of magnitude smaller than changes inR. We can therefore con-
sider that temperature ratio does not change, which gives the fol-
lowing formula for corrected temperature:

Tcor5T/u. (5.3)

Similar arguments can be used for pressure. Using a general-
ized relation~given, for example, by Walsh and Fletcher@8#! the
corrected pressure can be given by the following relation:

pcor5S 11
g21

0,4 S S p

d D g21/g

21D D 3,5

. (5.4)

Finally, corrected power can be derived using relations for ref-
ereed mass flow and temperature:

Pcor5PY g

1.4
•dA g

1.4
•

R

287
•u. (5.5)

It is understood from the discussion above that the change in
performances is directly dependent on the change of the properties
of the working medium. Changes of air properties are proportional
to water-air ratio. It is the value of this parameter therefore which
will determine how much deviation from dry air performances is
expected. This parameter is the one which will be used for pre-
senting the effect of humidity in the following. Relative humidity,
although a customary humidity measure, because of its relevance
to human comfort and process industries, is not appropriate in this
case. For the same relative humidity, different inlet temperatures
will provide different water-air ratios.

Effect of Humidity on Quantities Used for Monitoring
The presence of humidity in the compressor inlet air results in a

change of the engine cycle for certain operating conditions. This
means that quantities measured for monitoring will have different
values from those for dry inlet air operation. Monitoring tech-
niques based either on direct observation of measured quantities
or on parameters derived from them will thus be influenced.

Effect on Measured Quantities. The percentage change of
various quantities that can be measured, for different humidity
levels is shown in Fig. 2. The abscissa in this figure is the absolute
humidity ~5water/air ratio!, preferred for the reasons explained
previously. The range of values of absolute humidity is the one
considered to be of practical interest for gas turbine operation
~@8#!. For reasons of comparison the corresponding relative hu-
midity for different temperatures, dry bulb of 15, 25, 35°C, is
indicated above the upper abscissa axis.

The changes presented in this figure have been estimated with
the aid of the engine performance model for given inlet pressure
and temperature and for operation holding different operating pa-
rameters constant, namely power output, gas generator speed
NGG , turbine inlet temperature~TIT!, and exhaust gas tempera-
ture ~EGT!. Some remarks to the use of such quantities for moni-
toring are

• The change in various quantities, for humidity changes ex-
pected to occur in the field, may be rather large and quite larger
than expected measurement uncertainty for the corresponding
quantity. For example, for constant turbine inlet temperature, a
load variation of about 1% is expected for a change in absolute
humidity from 0.015 to 0.025~Fig. 2b!.

Fig. 1 Layout of twin shaft gas turbine, used for constituting a
component based performance model
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• The way the different quantities change depends much on
how the differences are taken, namely on which quantity is held
constant. For example, compressor delivery pressure decreases
with increasing humidity, when power output is held constant,
while it increases, when comparison is done at given TIT.

The results shown correspond to a high power setting. It was
found that the trends remain the same, with minor changes is
magnitude, at part power settings.

The results shown here are in agreement with the trends of the
results presented by Bird and Gabe@6#. It must be noted, however,
that the parameter changes they presented, mainly for aircraft en-
gines, have shown a considerable variability for different types of
engines.

The interrelations of Fig. 2 are derived by keeping the actual
parameter constant, for certain inlet pressure and temperature. In
practice, data are usually available from operation at different am-
bient conditions. It is thus useful to refer all quantities to the same
conditions and derive signatures from the values of referred pa-

rameters. The dependence of corrected parameters on WAR can be
derived also with the help of a model. An example of such a
dependence for constant corrected load, obtained by using an en-
gine model, is shown in Fig. 3. It can be seen that the variation of
referred quantities for constant referred load does not show the
same trend as the actual values of Fig. 2~a!. For example, CDPcor
comes as the most sensitive quantity, while for constant load com-

Fig. 3 Percentage change of referred quantities for constant
referred load

Fig. 4 Interrelation of compressor delivery temperature and
power output for different relative humidity levels, and related
uncertainty bands

Fig. 5 Measurement deviations: „a… WARÄ0.009 „b… IGV fault.
Signatures for N1 constant.

Fig. 2 Percentage change of performance related quantities,
in function of water Õair ratio. Changes evaluates at constant „a…
power output, „b… TIT, „c… EGT.
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pressor delivery temperature~CDT! was the most sensitive, Fig.
2~a!. Trends for EGTcor and N1cor are in a direction opposite to
the ones of EGT and N1 for constant load.

It can be now shown that the band of uncertainty within which
the values of measured quantities are considered acceptable will
be larger, if humidity effect is not taken into account. Let’s take
for example compressor delivery temperature. The relation of
CDT to engine load for dry inlet conditions is shown in Fig. 4.

An uncertainty band is related to this interrelation, because of
measurement uncertainties in both power output and pressure
measurement. It is indicated by the shaded area around the corre-
sponding line. The meaning of this uncertainty band is that, for
values within it, it cannot be sure whether a deviation was actually
caused by change in condition of a component or if it is merely a
measurement error. If now the possibility of having different inlet
humidity levels has to be encountered for, then the width of this
band increases, as shown in Fig. 4. The reason for this increase is
that for a given load, the compressor delivery temperature will be
different for different humidity levels, as shown in the figure.
Adding to that the uncertainties mentioned above, gives the larger
uncertainty band, for ‘‘healthy’’ engine operation. The range of
values which will have to be considered as ‘‘healthy’’ is quite
large.

A direct consequence of this fact is that if humidity is not ac-
counted for, the ability for diagnosing malfunction is reduced,
when based on performance quantity interrelations. It is obvious
that large uncertainties will ‘‘bury’’ measurements deviations until
their cause is more severe than it would have if humidity was
taken care of. A different kind of consequence may be as follows:
if variation of measured quantities is monitored, changes caused
by humidity may be large enough to be misinterpreted as the
occurrence of a fault, and thus have a false alarm.

Effect on Measurement Deviation Patterns. The simplest
form of engine monitoring consists in observing the values of
various measured quantities and see if they exhibit changes from
their expected values, at certain operating conditions~see for ex-
ample,@9,10#!. The pattern of changes in these measured values
can be used as a ‘‘signature’’ for identifying the engine fault that
caused them.

As we have seen, measurements for operation with wet air dif-
fer from those with dry air, as demonstrated in Fig. 2. This means
that change in humidity will actually produce a pattern of devia-
tions, such as the one of Fig. 5~a!. The existence of such a pattern
may have two types of negative effects in a diagnostic procedure:
~a! it may overlap with a fault pattern and alter its signature, so
that it cannot be recognized,~b! it may mistakenly be taken as a

fault ~false alarm!. In Fig. 5~b!, the signature of a possible vari-
able geometry IGV fault~see@10#! is shown. It can be observed
that the two signatures of the figure are similar.

If a monitoring procedure based on the recognition of differ-
ence patterns is employed, the occurrence of patterns like the ones
mentioned above may thus present a difficulty in producing a
diagnosis~such methods have been, for example, proposed in
@9,11#!. It will be shown later how such shortcoming can be over-
come.

Component Health Indices. Effects on methods based on
component ‘‘health indices’’ will now be discussed. A technique
of this kind is the method of adaptive modeling. Its general prin-
ciples have been introduced by Stamatis et al.@12,13# and are
summarized in Appendix B, for completeness of the present paper.
Implementation on different gas turbine configurations has been
presented by Tsalavoutas et al.@14,15# and Mathioudakis et al.
@10#.

The condition of the gas turbine is assessed from the values of
‘‘health indices,’’ characterizing individual engine components.
Health indices employed for monitoring the twin shaft gas turbine
are defined in Appendix B.

When an engine is operating in a humid air environment and
the air humidity is not properly taken into account into an adap-
tive model used for monitoring, then health indices will deviate
from their reference values, even though the components have not
undergone any condition change. This means that erroneous infor-
mation may be derived concerning engine health. This is demon-
strated from the results shown in Fig. 6. The deviation of modifi-
cation factors caused by not taking into account air humidity is
shown, and has been derived as follows: For certain operating
conditions with humid air, performance simulation provides val-
ues for all measured quantities on an engine. With these values, an
adaptive model is employed to derive ‘‘health indices,’’ but using
dry air. Matching of the measurements with dry air produces val-
ues of indices deviating from their baseline, by the amounts
shown in Fig. 6, depending on the level of humidity. The values
have been derived by using measurements sufficient in number
and suitable for definition of all health indices.

Although the components have not undergone any change, they
appear to have a modified performance. The presence of humidity
changes the different mass and energy balances in the engine and
is thus interpreted by the engine adaptive model as a change of
component characteristics. The mere presence of humidity may
thus be interpreted as a change in the condition of components,
which could wrongly be attributed to deterioration or faults.

It is noticed that the quantity which is mostly influenced is
compressor flow capacity. This is a very useful quantity for moni-
toring compressor condition. The conclusion drawn from this fig-
ure is that, unless humidity is taken into account, it is possible that
incorrect decisions may be taken about deteriorated or faulty com-
pressor.

We will now present some experimental evidence to support the
previous observations.

Measurement Data From an Industrial Gas Turbine
Data have been collected from a twin shaft industrial gas tur-

bine, operating as a part of a cogeneration system in an oil refin-
ery. This gas turbine is the SULZER TYPE 10 and is equipped
with an on-line monitoring system, which among other methods
uses also the technique of adaptive modeling and trends the health
indices derived. The layout of the gas turbine is presented in Fig.
7, where also measured quantities are indicated. The mass flow
measurement indicated in the figure comes from a differential
pressure measured at the gas turbine inlet.

Operation during the hot months of the year is mostly affected
by humidity, the reason being that hot air can withhold larger
amounts of water vapor. Ambient conditions for every day over a
period of one week are shown in Fig. 8. This figure is used to
show the periodic daily patterns. Typical daily variations of tem-

Fig. 6 Deviation of modification factors if humid air data are
processed by adaptive model with dry air
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perature and humidity are observed. Early morning hours are
characterized by low temperatures and high relative humidity, but
not essentially high absolute humidity. Highest temperatures are
during afternoon. Although relative humidity drops, absolute one
is quite high, through to early evening.

The time evolution of engine load, temperature, and absolute
humidity over this period is shown in Fig. 9. It is interesting that
over this period the difference of minimum and maximum tem-
perature is about 18°C while absolute humidity reaches a maxi-
mum value nearly double its minimum one. This particular time
interval of one week has been chosen, in order to show the short-
term effect on monitoring.

If, for example, operation between winter and summer time is
considered, then differences may be much larger. Absolute humid-ity during a ‘‘humid’’ summer day is much larger than a ‘‘dry’’

winter day. Such differences do not present much interest from the
monitoring point of view, apart from the fact that they may be
related to observation of long-term deterioration.

Humidity Effect on Measured Quantities. In order to show
the effect of humidity on the quantities measured for monitoring,
data from two operating conditions are compared: the instantsA
of lowest andB of highest absolute humidity~Fig. 9!. For a num-
ber of operating points in the vicinity of these operating condi-
tions, corrected measurements in function of corrected load are
shown in Fig. 10. It is observed that the various quantities on this
figure exhibit systematic deviations, which are in very good agree-
ment with the trends predicted in Fig. 3.

In order to demonstrate how accurate the predictions of the
present model are, in Fig. 11 measured and predicted quantities
are shown. The bars for measured quantities indicated the differ-
ence as a percentage of the value of the low humidity operating
point, calculated from the measurement data. Local least-square
lines were fitted to the two groups of data, in order to obtain an
accurate estimation of the differences. Bars for calculated values
represent the same quantities, as they are reproduced by running
the engine model at the operating conditions, for which data were
collected. A very good agreement between measured and pre-
dicted values can be observed.

Health Parameters. An adaptive model has been formulated
for this engine. For a given operating point, defined through am-
bient conditions and load, five measured values are input to the
model: N1, CDP, CDT, EGT, and W2 . Five health indices are
determined by the model and used for assessing engine health:f 1,
f 2, f 5, f 6, andf 7. When the problem is formulated this way, the
sensitivity of the individual indices to humidity is shown in Fig.
12. It is observed that the indices mostly influence aref 1 and f 7 .

Measurement data can now be used to show the effect of hu-
midity on monitored health parameters. We will concentrate onf 1
and f 7, for which the influence of humidity was observed to be
noticeable.

The time evolution of compressor flow capacity health index is
shown in Fig. 13. The upper part shows the value calculated by

Fig. 7 Layout of the SULZER TYPE 10 gas turbine and quan-
tities measured for monitoring

Fig. 8 Daily variations of ambient conditions over a period of a
week

Fig. 9 Ambient conditions over a period of a week
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not taking into account the actual humidity level but considering
that there is a constant relative humidity of 60%~this is value for
the ISO standard day!. The lower part shows the values calculated
using the measured humidity.

It is observed that when the humidity is not correctly taken into
account, large daily variations of flow capacity are observed~am-
plitude of about 2%!. Such variations are only apparent and dis-
appear when the correct humidity is used by the monitoring
model, as shown in the lower part of the figure. Flow capacity
shows a trend of decrease over time. This is a result of compressor
fouling, which builds up during engine operation. The particular
engine considered here is regularly washed in intervals of about
one month. The time evolution of compressor flow capacity be-

Fig. 10 Referred measured quantities for low and high humid-
ity level. Points around Instants A j and B d, Fig. 9.

Fig. 11 Comparison of predicted and measured differences
for operating conditions of low and high ambient humidity „In-
stants A and B of Fig. 9 …

Fig. 12 Health indices deviation for different levels of humid-
ity, when f1, f 2, f 5, f 6, and f7 are estimated from N1, CDP, CDT,
EGT, and W2

Fig. 13 Compressor flow capacity evaluated „a… with a stan-
dard humidity of 60%, „b… using actual measured humidity

Fig. 14 Compressor flow capacity, resulting from fouling, and
the effect of compressor washes
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tween successive washes can be seen in Fig. 14. This figure is
presented here to show that the amounts of pumping capacity
deterioration, considered to be severe enough for washing to be
needed, are comparable to the fluctuations which are caused by
insufficient humidity modeling.

The effects of humidity are less pronounced for the turbine
section. Figure 15 compares power turbine swallowing capacity
evolution over the period considered. It is shown that incorporat-
ing humidity correctly reduces the scatter of points, but again the
effect is not as dramatic as on compressor flow capacity.

Discussion
From the results shown above it is obvious that inclusion of

humidity in monitoring calculations is necessary if an accurate
picture of engine condition is desired. If humidity is not taken into
account, the uncertainty bands for acceptable conditions may be
too wide. A consequence of these observations is that humidity
measurements should be an essential measurement if accurate
monitoring is desired.

The influence of humidity becomes more important when large
variations in ambient absolute humidity are expected. This would
be the case more for hot and humid climates. Use of referred
variables gives the possibility of comparing data from operation in
different humidity levels. The reference condition can be chosen
to be representative of an average day, but it does not practically
influence the magnitude of observed changes, if it is consistently
used. For the results presented here, dry air at standard day was
used as reference; however, if the standard humidity of 60% is
used, the same results are obtained. Attention must be paid when
an average humidity is used for calculations, in the lack of a
humidity measurement. In that case, it would be preferable to use
the standard absolute humidity for all calculations instead of keep-
ing the relative humidity constant or assuming dry air.

A situation in which humidity changes dramatically and very
fast is when inlet humidification is used to increase gas turbine
power output~see, for example,@16#!. It is obvious that when such
a turbine is monitored, for the monitoring system to keep provid-
ing correct assessments~and avoid false alarms! during inlet air
humidification, it is essential to be supported by a model incorpo-
rating humidity and include the relevant measurement.

Conclusions
The effect of humidity on quantities related to gas turbine per-

formance monitoring has been analyzed. A twin shaft industrial
gas turbine was used as a test case for this analysis.

The method of incorporating humidity effects in a component
based engine performance model was briefly described, as well as
the method to refer measured performance variables to one ambi-
ent condition. The model was used to demonstrate how measured
quantities deviate from their values in operation with dry air. It

was shown that if humidity is not taken into account, uncertainty
bands in measured quantities may be too broad reducing thus the
discriminative ability for diagnostics. On the other hand, devia-
tions caused by humidity changes may be of magnitude similar to
the magnitude of deviation caused by faults, a fact that may lead
to either false alarms or obscure the effects of faults.

The effect of humidity is also significant on methods using
component ‘‘health’’ parameters for monitoring. It was shown that
such parameters will exhibit apparent deviations if humidity is not
correctly accounted for. Incorporating a measurement of humidity
in calculations eliminates apparent trends, while it reduces the
scattering of ‘‘health’’ parameter values.

Nomenclature

CDP 5 compressor delivery pressure~bar!
CDT 5 compressor delivery temperature~K!

Cp 5 specific heat for constant pressure
EGT 5 exhaust gas temperature~K!

f 5 modification factor~Eqs.~B3! to ~B10!!
GG 5 gas generator

GGET 5 gas generator exhaust temperature
h 5 specific enthalpy

N1 5 compressor rotational speed.
P 5 gas turbine shaft output power
p 5 pressure
R 5 gas constant
T 5 total temperature~Kelvin!

TIT 5 turbine inlet temperature
WAR 5 water to air ratio, Eq.~1!

Wf 5 fuel flow rate~kg/sec!
Wi 5 gas flow rate at stationi along the engine
Y 5 quantity measured for monitoring
g 5 isentropic exponent,g5Cp /Cv
D 5 operator denoting difference
d 5 reduced~nondimensional! pressure:d5p/1.013~p in

bar!
h is 5 isentropic efficiency of turbine or compressor

u 5 reduced~nondimensional! temperature:u5T/288
~temperature in K!

Subscripts

1, . . . ,55 station numbering along the gas path~Fig. 3!
a 5 property of air
C 5 compressor

cor 5 referred~corrected! performance parameter~Eqs.~5!!
CT 5 compressor turbine

d 5 quantity for operation in dry air
f 5 fuel

PT 5 power turbine
s 5 property of steam~water vapor!

w 5 quantity for operation in wet air

Appendix A

Variation of Wet Air Properties With Water-Air Ratio
The difference ofCp , R, g for wet air from the corresponding
values for dry air can be estimated by using small perturbation
analysis, given that water-air ratio~WAR! is a small number.
Starting with specific heat, we have

Cp,wa5~Cp,da1WARCp,s!)/~11WAR!. (A1)

Change ofCp derived from this relation is

dCp

Cp
5

Cp,wa2Cp,da

Cp,da
5

WAR

11WAR S Cp,s

Cp,da
21D . (A2)

For ambient conditions typical values areCp,s51810 J/Kg,
Cp,da51005 J/Kg. This relation thus gives

Fig. 15 Power turbine swallowing capacity evaluated „a…
with a standard humidity of 60%, „b… using actual measured
humidity

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 807

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dCp

Cp
50.8•

WAR

11WAR
'0.8WAR. (A3)

Similarly, for the change of gas constant we get

dR/R'0.6WAR. (A4)

For the isentropic exponent, starting from the relation

g21

g
5

R

Cp

we get

dg

g
5~g21!S dR

R
2

dCp

Cp
D . (A5)

From Eqs.~A3!, ~A4!, for a typicalg51.4, we get

dg/g'20.08WAR. (A6)

It should be noted that the change ing is about one order of
magnitude smaller than the changes inR, Cp .
This analysis also applies when a change of properties between
two humidity levels is considered. In that case WAR should stand
for the difference in absolute humidity between the two condi-
tions.

Appendix B

The Principle of Adaptive Modeling. Adaptive modelling
employs the values of measured quantities to determine param-
eters characteristic to the performance of each gas turbine compo-
nent, which can in turn be used to assess its health. If a particular
component parameter has a valueXref on the reference map and a
value Xact on the actual ‘‘on engine’’ map, then a modification
factor f is defined as follows:

f 5Xact/Xref . (B1)

Given that the occurrence of faults or component deterioration
leads to a change of the component performance characteristics,f
can be used as a health indicator. Usually, two such factors are
defined to describe the health of one engine component.

The values of modification factors for a certain test data set are
derived through the solution of a multidimensional optimization
problem, which ensures that predicted and measured variable val-
ues match.

The health indices used for the twin shaft gas turbine of Fig. 1
are
Compressor:

f 15~W2AT2/P2!)/~W2AT2/P2!ref (B2)

f 25hC /hC,ref (B3)

Combustor:

f 35Dpb /~Dpb!ref (B4)

f 45hb /hb,ref (B5)

Gas Generator Turbine:

f 55~W4AT4/P4!/~W4AT4/P4!ref (B6)

f 65hCT /hCT,ref (B7)

Power Turbine:

f 75~W4.1•AT4.1/P4.1!/~W4.1•AT4.1/P4.1!ref (B8)

f 85hPT /hPT,ref (B9)
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Data Rectification and Detection
of Trend Shifts in Jet Engine Path
Measurements Using Median
Filters and Fuzzy Logic
Filtering methods are explored for removing noise from data while preserving sharp
edges that many indicate a trend shift in gas turbine measurements. Linear filters are
found to be have problems with removing noise while preserving features in the signal.
The nonlinear hybrid median filter is found to accurately reproduce the root signal from
noisy data. Simulated faulty data and fault-free gas path measurement data are passed
through median filters and health residuals for the data set are created. The health
residual is a scalar norm of the gas path measurement deltas and is used to partition the
faulty engine from the healthy engine using fuzzy sets. The fuzzy detection system is
developed and tested with noisy data and with filtered data. It is found from tests with
simulated fault-free and faulty data that fuzzy trend shift detection based on filtered data
is very accurate with no false alarms and negligible missed alarms.
@DOI: 10.1115/1.1470482#

Introduction
Gas turbines are susceptible to faults because of a harsh aero-

thermodynamic environment and rapidly rotating blades. Mea-
surement deviations between a baseline ‘‘good’’ engine and a
‘‘faulty’’ engine are often used to detect that a fault has occurred.
There are two broad classifications of measurement trend changes:
A slow change over time indicates deterioration in the modules
and a rapid trend shift indicates a new fault. Many engine prob-
lems leading to in-flight shut downs manifest themselves as a
sudden change in engine gas path measurements. Recent work has
shown that following a sudden measurement trend change, iden-
tification and pattern recognition algorithms can be used to isolate
module as well as system faults. The trend shift in measurements
is assumed to be a precursor to an engine fault. Kalman filter
approach has been demonstrated for fault isolation in gas turbine
engines~Urban @1#, Volponi @2#, Luppold @3#, Stamastis@4#, Kerr
@5#, Gallops@6#, Volponi @7#, and Doel@8#!. More recently, neural
network approaches have also been studied~@9#! and similarities
between neural network and Kalman filter approaches for the
single-fault detection pointed out in@10#. Some attempts have also
been made to detect trend shifts in gas path measurements using a
neural network-based approach~@11#!.

Fault detection is based on some health measure of the system.
The health measure has a bounded value for a healthy system.
However, when the system becomes unhealthy, the fault measure
exceeds some threshold and maintenance action may be needed.
For an ideal system, the health residual or delta between the un-
healthy and healthy system should be zero if the system has no
faults ~@12#!.

In reality, errors due to sensor noise, disturbances, instrument
degradation, and human errors usually contaminate measured
data. Since the fault detection task depends on quality of the in-
formation extracted from measured data, the collected data needs
to be cleaned or ‘‘rectified’’ for efficient fault detection~@13#!.

Further, fault isolation methods based on Kalman filtering and
neural networks work better with low noise data.

Most popular data rectification methods rely on information
about the nature of the errors or smoothness of the underlying
signal and include various univariate filtering methods. Linear,
univariate, low-pass filtering methods such as mean filtering and
exponential smoothing are commonly used in industry~@14#!, as
they are simple and can be easily used online. However, linear
filters are not very effective in filtering signals containing features
with different localization in time and frequency~Gallagher@15#
and Heinonen@16#!. There are many natural signals with smooth
behavior most of the time, but occasionally there are fast changes.
If the point where the trend shifts are not important for the signal
analysis, the traditional linear filters designed for stationary signal
periods are often the optimal solution. In applications such as fault
detection, however, the trend shift points are the most critical and
should be preserved intact. In these applications, nonlinear filters
have found widespread use, as many nonlinear filters are able to
preserve edges and simultaneously attenuate noise levels~@17#!.

Some work has been done in chemical engineering process flow
models for data rectification~Albuquerque@18#, Johnston@19#,
Karjala @20#, and Kramer@21#!. Chemical processes generate lot
of data that can be used for fault detection if trends can be ob-
tained from the noisy data. Therefore, they are similar to gas
turbines that also generate considerable measurement data which
could be used for fault detection. Linear and nonlinear filters were
used for these studies. Linear filters include finite impulse re-
sponse~FIR!, and infinite impulse response~IIR! filters and non-
linear filters include finite median hybrid~FMH! ~@17#!, recurrent
neural networks~@20#! and auto-associative neural networks
~@21#!.

Among the various nonlinear filtering methods, median filters
have emerged as a powerful nonlinear filter for removal of noise
from signals with sharp trend shifts, and continue to be an active
research area in signal processing~@22,23#!. Median filters are
easy to design and can be implemented in hardware. Even after
noisy data is filtered, the effect of uncertainty should be modeled
in the thresholding process. After white noise is removed from
data, model related uncertainties are still present. Fuzzy logic of-
fers a way to handle this uncertainty~@12#!. Fuzzy logic can be
simply interpreted as a way of computing with words~@24#!.
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In this paper, linear and nonlinear FMH filters are compared for
reducing the noise inherent in gas turbine measurements. Simula-
tion studies are used to show the performance of the filters with
realistic data and a trend shift detection method using health re-
siduals and fuzzy thresholds is proposed.

Background on Filters
Technologies related to linear and nonlinear filtering are used in

this paper and a brief introduction is provided below. Linear filters
are widely used in the industry as moving averages.

Linear Filtering. Linear filtering methods rectify the signal
by taking a weighted sum of previous measurements in a window
of finite or infinite length. These techniques are computationally
efficient and easy to implement and can be readily used for on-
line identification. Linear filters belong to the class of low-pass
filters and can be represented as

x̂t5(
i 50

I 21

bixt2 i

whereI is the filter length and$bi% is the sequence of weighting
coefficients which define the characteristics of the filter. These
weighting coefficients satisfy the following conditions:

(
i

bi51.

The weighting sequence$bi% is the impulse response of the linear
filters. Linear filters with finite window size are called finite im-
pulse response~FIR! filters. Linear filters with infinite window
size are called infinite impulse response~IIR! filters. When all
coefficients$bi% are equal, the FIR filter reduces to the mean filter.
For a filter of lengthI, any mean filtered data point can be repre-
sented in terms of the lastI measured data points as

x̂t5
1

I
~xt1xt211¯1xt2I 11!.

The mean filter is a convolution of the measured signal with a
vector of I constant coefficients, each equaling (1/I ).

Infinite impulse response~IIR! filters are linear filters with in-
finite filter length. IIR filters rectify a data point by using a
weighted sum of all previous measurements. Exponentially
weighted moving average is a popular IIR filter which smoothes a
measured data point by exponentially averaging it with all previ-
ous measurements. The exponentially weighed moving average
filter is a recursive low-pass filter that eliminates high-frequency
components from the measured signal. Computationally, it is
implemented as

x̂t5axt1~12a!x̂t21 .

The parametera is an adjustable smoothing parameter between 0
and 1. A value ofa51 corresponds to no smoothing and a value
of a50 corresponds to keeping only the first measured point.
Expanding the above equation, we can write

x̂t5(
t50

`

a~12a! ixt2 i .

The weights of the exponentially weighted moving average filter
drop exponentially depending on the smoothing parameter and
more weight is given to more recent measurements. Strum and
Kirk @13# give more details about different types of linear filters.

Drawbacks of Linear Filters. The basis functions represent-
ing raw measured data have a temporal localization equal to the
sampling interval. Linear filters represent the measurements with
basis functions with a broader temporal localization and a nar-
rower frequency localization. These filters are single scale in na-
ture since all basis functions have the same fixed time-frequency

localization. Consequently linear filters face a tradeoff between
accurate representation of temporally localized changes and effi-
cient removal of temporally global noise. Therefore, simultaneous
noise removal and accurate feature representation on nonstation-
ary measured signals cannot be effectively achieved by linear fil-
tering methods. Since trend detection of gas turbine measurements
require isolation of local trend shifts from globally noisy data,
linear filters are of limited use for that problem.

Nonlinear Filters. Nonlinear filtering techniques are multi-
scale in nature and have been developed to overcome the inability
of linear filters to capture features at different scales. The FMH
filter is used in this study.

Finite Median Hybrid „FMH … Filters. A FIR median hybrid
filter ~FMH! is a median filter that uses preprocessed inputs
from M linear FIR filters~@16,17#!. The FMH filter output is the
median ofM values, which in turn are outputs ofM FIR filters. An
FMH filter of length 2I 11 and three FIR substructures can be
written as

y15
1

I
~xt211xt221¯1xt2I !

y25xt

y35
1

I
~xt111xt121¯1xt1I !

y5median~y1 ,y2 ,y3!

where 2I 11 data points filtered by the FMH filter. The valuesy1 ,
y2 , andy3 are called the backward predictor, central value, and
forward predictor, respectively. FMH filtering is a batch filtering
technique and is most effective in capturing sharp changes in
piece wise constant signals. The lengths of the FIR filters are
selected to preserve the signal features while eliminating high
frequency noise. Long FIR filters may cause sharp edges to be
oversmoothed. Short FIR filters may not remove enough noise.
Since the central part of the FMH filter is the original noisy data,
FMH filters tend to return some noise. Better noise removal is
possible by repeated applications of the FMH filter, which will
result in a root signal that does not change with further filtering.
It has been suggested that the windows of the FIR substructures
underlying the FMH filter be slowly increased in length and the
FMH filter performed repeatedly. This method has been shown
to be efficient if the signal is heavily embedded with noise, and
it is important to preserve the exact shapes of the sharp edges
~@16,17#!.

FMH is superior to linear filters because of the ability to pre-
serve temporally linearized features while eliminating errors.
However, because FMH filters use a forward predictor, they have
a time delay ofI. The time delay is a price that has to be paid for
feature recognition since it is very difficult to predict sharp trend
shifts from backward data only. In this study, we assume that data
is rapidly measurement received from the engine by the trend
detection system, at the rate of at leastI points per flight. A typical
value of I is 10.

Problem Formulation
Gas path measurement deltas are obtained by subtracting the

baseline measurements for a good engine from the actual mea-
surement. The baseline measurements often come from an engine
model, and various correction factors are used to reduce the mea-
sured data to standard sea level conditions~@25#!. Gas path mea-
surement deltas contain high levels of uncertainty due to sensor
errors and modeling assumptions.

For a trend shift to be detectable, it must show up beyond the
scatter band caused by noise for the measurements. For simplicity,
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consider the case of the basic four measurement deltas,DEGT,
DN1, DN2, andDWF. Thus, we can write the measurement deltas
as follows:

z5z01u (1)

whereu is noise andz0 is the baseline measurement delta. The
baseline measurement delta can be representative of either a good
engine, or a faulty engine. A trend shift in the baseline measure-
ment delta will result in a trend shift in the measurement delta.
The problem is therefore to find the trend shift in the presence of
noise in the data.

Healthy Engine. For a healthy engine, the pure measurement
deltas are zero and the measurements contain only noise. As an
example, simulated data for theDEGT measurement for a healthy
engine is shown in Fig. 1 over 150 discrete time points. Both
the pure signal and the realistic noisy signal are shown. Equation
~1! then takes the following form for measurements of a healthy
engine:

z5u. (2)

Noise is added to the simulated measurement deltas using the
typical standard deviations forDEGT, DN1, DN2, andDWF as
4.23C, 0.25%, 0.17%, and 0.50%, respectively~@9#!.

Faulty Engine. The engine is assumed to have a module
fault. The modules considered are the FAN, LPC, HPC, HPT, and
LPT. The module faults are modeled using influence coefficients
and couplings for a jet engine obtained from Volponi@10#. The
couplings used for the five implanted faults are as follows:

1. FAN coupled FAN~22% h, 22.5 FC!
2. LPC coupled LPC~22% h, 22.2% FC!
3. HPC coupled HPC~22% h, 21.6 FC!
4. HPT coupled HPT~22% h, 1.5% FP4!
5. LPT coupled LPT~22% h, 13.3% FP45!

Each implanted fault corresponds to a 2% decrease in module
efficiency. The influence coefficients used are shown in Table 1.
These influence coefficients represent a linearized model of the

engine. The measurements corresponding to the implanted fault
are calculated after adding noise. Equation~1! then assumes the
form:

z5Hx1u (3)

whereH contains the influence coefficients in matrix form andx
contains the module efficiencies in vector form. Simulated data
for each fault is generated at 150 discrete time points for each
fault. For the first 50 points, the engine has no fault and the mea-
surement deltas come only from noise~Eq. ~2!!. After the first 50
points, there is a fault that remains for the next 50 points. Mea-
surement deltas for the faulty engine are obtained from Eq.~3!.
After the first 100 points, the measurement deltas again reflect a
healthy engine and are derived using Eq.~2!.

Health Residual and Threshold. For the purpose of quanti-
fying the health of the gas turbine engine, we define the following
residual as the root-mean square value of the measurement deltas

u5ADEGT21DWF21DN221DN12. (4)

For an ideal healthy engine, the residualu should be zero. In
reality, there is always noise in measurements and modeling un-
certainties that cause the residual to have some value for a healthy
engine. However, the residual for a healthy engine will be lower
than for a faulty engine. Next, a threshold for fault detection is
defined:

u<threshold~normal!

u.threshold~faulty!.

Hard limits as well as fuzzy limits can be used to define such
thresholds. A standard way to define such thresholds is to run a
fault free simulation and then set the threshold to be slightly larger
than the maximum residual norm for a healthy system~@12#!.

Numerical Results
Healthy and faulty simulated data are used to test linear and

nonlinear filters and select the best filters for the gas turbine mea-
surement trend shift problem. The simulated filtered data is then
used to get health residuals and define thresholds. Finally, the
system is tested with simulated data for trend detection.

Healthy Engine. Simulated measurements forDEGT for a
healthy engine are shown in Fig. 1. The pure signal represents a
noise-free environment and is called the root signal. The noisy
signal is obtained by adding Gaussian noise to the pure signal.
The Gaussian noise is high frequency in nature, and can often
confuse a trend detection system because of sharp spikes.

Figure 2 shows the effect of passing the noisy data shown
in Fig. 1 once through three different FIR filters with window

Fig. 1 Pure and noisy DEGT signals for a healthy „no fault …
gas turbine

Fig. 2 Effect of a single pass through linear finite impulse re-
sponse „FIR… filters with varying window lengths on noisy
DEGT for a healthy gas turbine

Table 1 Sample module fault influence coefficients

DEGT ~°C! DWF ~%! DN2 ~%! DN1 ~%!

FAN 3.86 0.70 0.30 20.68
LPC 24.54 20.66 20.29 20.14
HPC 26.80 20.80 0.06 20.05
HPT 210.88 21.29 0.57 20.08
LPT 21.19 0.96 20.63 0.98
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lengths of I 53, I 55, and I 510. Larger window lengths more
smoothing out of the high-frequency noise. Figure 3 shows the
effect of passing the noisy data shown in Fig. 1 through two
different IIR filters witha50.15 anda50.25.

Both the FIR and IIR filters cause some reduction in noise that
can be observed by comparing Figs. 1, 2, and 3. Figures 4 and 5
show the effect of recursive filtering with linear filters. Figure 4
shows noisy data shown in Fig. 1 as it passes through an FIR filter
with window lengthI 510.

Figure 5 shows the same noisy data as it passes through an IIR
filter with a50.15 five times. In both these cases, each pass re-
moves high-frequency noise and squashes the noisy signal to
bring it closer to the noise-free root signal. Several passes of the
filters are required to significantly remove high-frequency noise
from the signal of the healthy engine.

Figure 6 shows the effect of the nonlinear FMH filter. Here, the
FMH includes three FIR filters in the substructure. The window
lengths of the FIR filters underlying the FMH filters are set toI

Fig. 3 Effect of a single pass through linear infinite impulse
response „IIR… filters with varying smoothing factors on noisy
DEGT for a healthy gas turbine

Fig. 4 Effect of recursive FIR filtering on DEGT noisy data for
healthy gas turbine engine

Fig. 5 Effect of recursive IIR filtering on DEGT noisy data for
healthy gas turbine engine

Fig. 6 Effect of recursive finite median hybrid „FMH… filtering
on DEGT noisy data for healthy gas turbine engine

Fig. 7 Pure and noisy DEGT signal for HPC fault „onset at
kÄ51, ends at kÄ100…

Fig. 8 Effect on noisy data of one pass through FIR filters for
a faulty engine
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52, I 53, I 55, I 57, andI 510 for five passes through the FMH.
Following the five passes, the FMH gives a good approximation
to the noise-free root signal as shown in Fig. 6. The important
thing to note here is that repeated passes through the filters are
needed to significantly reduce noise.

Faulty Engine. Figure 7 shows pure and noisy signal for
DEGT corresponding to a faulty engine. This signal assumes an
HPC fault occurs at discrete timek551 and ends at discrete time
k5101. There is no fault in the regionk51 to k550 and from
k5101 tok5150. The simulated data shown here is used as a test
case for trend shift detection.

Figures 8 and 9 show the results of passing the noisy data
shown in Fig. 7 through FIR filters and IIR filters. While these
linear filters remove noise from the data, they also result in
smoothing out of the sharp trend shifts.

Figures 10 and 11 show the effect of recursive passes of the
noisy data shown in Fig. 7 through FIR and IIR filters, respec-
tively. The FIR filter used here has a window lengthI 510 and the
IIR filter has a smoothing factora50.15. It is clear that recursive
runs remove noise. However, the removal of noise comes at the
cost of smoothing out of the sharp edges of the signal, which
inhibits trend detection.

In sharp contrast, the result of passing noisy data through
the FMH filter is shown in Fig. 12. It is clear that the FMH
filter removes noise while preserving the features of the sig-
nal along with the sharp edges. The FMH filter therefore mini-
mizes any delay in trend detection while making the data much
cleaner.

In industry applications in the gas turbine field, a single pass of
FIR or IIR filters is sometimes used to smooth data. In common

parlance, FIR filters are called moving averages and IIR filters are
called exponential smoothing. From the above results, we can see
that such practices are fraught with danger. To really remove
Gaussian noise from a signal, we need recursive passes through
the linear filters. However, recursive passes through linear filters
causes smoothing out of sharp edges that may be caused by faults,
and may be one of the main reasons for data analysis. The FMH
filter allows an easily applicable way to solve this paradox of
recursion than afflicts linear filters.

Health Residuals. The health residuals given by Eq.~4! are
calculated for each discrete time, fault and number of sets of
simulation. For this study, we useM5150 discrete time points
per set of data,N510 sets of data andP55 faults. The five faults
are the five module faults and are simulated over the entire epoch
~k51 to 150! and not just betweenk550 andk5100 as shown in
the figures related to signal processing results. We can then define
the entire data used in these numerical experiments in terms of
three indexes (k51,M ; j 51,P; i 51,N). The health residual for
each point is obtained and the mean and the standard deviations
for the noisy and FMH filtered data for a faulty engine are calcu-
lated. All results that follow use FMH filtering when filtered data
is mentioned.

The above process assumes module faults with an efficiency
reduction of 2%. The above process is repeated with module faults
with an efficiency reduction of 1%. This allows a middle ground
between the healthy and faulty engine and can be called a dete-
riorated engine.

The no-fault data usesM5150 andN510 but does not include
the fault indexj. Also, the no fault region spans the entirek51 to
k5150 time points. Again, health residuals at each point are ob-

Fig. 9 Effect on noisy data of one pass through IIR filters for a
faulty engine

Fig. 10 Effect on noisy data of recursive passes through FIR
filters for a faulty engine

Fig. 11 Effect on noisy data of recursive passes through IIR
filters for a faulty engine

Fig. 12 Effect on noisy data of recursive passes through FMH
filter for a faulty engine

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 813

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tained and the mean and standard deviation for the noisy and
FMH filtered data for a healthy engine is calculated.

At this point, we have the characteristics of health residuals for
a healthy, deteriorated and faulty gas turbine. Using the mean and
standard deviations for these residuals, we define Gaussian mem-
bership functions for fuzzy sets named low, medium, and high.
These sets are shown in Figs. 13 and 14 for cases with noisy and
filtered data and are mathematically represented by the following
equation:

m~x!5e20.5~x2m/s!2

wherem is the mean ands is the standard deviation.

Thresholds. The Gaussian functions in Figs. 13 and 14 show
the separability of the healthy, deteriorated and faulty residuals.
For a given engine, the health residual can be used to predict the
engine fault condition using the Gaussian fuzzy sets.

For the purposes of trend shift detection, we use a fuzzy logic
system to get a binary output saying ‘‘faulty’’ or ‘‘healthy.’’ For
example, such problems occur in optical image thresholding
where image pixels must be labeled as 1 or 0 corresponding to
background and foreground respectively, assuming the back-
ground is brighter than the foreground, as in text documents
~@26#!.

GivenR1, R2, andR3 are three patterns, the overlapping areas
between the Gaussian fuzzy sets shown in Figs. 13 and 14 repre-
sent a measure of the probability of error in pattern separation
~@27#!. No intersection shows a completely separable problem.
The error can be reduced by increasing the difference between
means of the two classes~increasing fault size! or by decreasing
the variance of each class~reduce noise while preserving fea-
tures!. Increasing fault size is not a viable option as we don’t want

to detect faults after they have reached catastrophic proportions.
Figure 14 clearly shows that classification error is considerably
reduced by using FMH filtering.

Statistical decision theory tells us that the optimal threshold
between two patterns represented by Gaussian functions lies at the
point of intersection of the Gaussian functions that are located
between the two mean values. This solution point minimizes the
statistical error~@28#!. We obtain this point by using the following
fuzzy decision rules using the health residuals after they have
been fuzzified and expressed as linguistic variables~@27#!. This
represents a single-output single-input fuzzy system. The fuzzy
logic system is shown in Fig. 15 and consists of a fuzzifier, infer-
ence engine, rule base, defuzzifier, and binary decision logic. The
fuzzifier maps crisp input numbers into fuzzy sets. It is needed to
activate rules that are expressed in terms of linguistic variables.
An inference engine maps fuzzy sets to fuzzy sets and determines
the way in which the fuzzy sets are combined. A defuzzifier is
used to calculate crisp values from fuzzy values or the best class.
Details about fuzzy set theory are available from textbooks~@29#!.

The fuzzy rules used here are

IF u is low THEN engine is healthy,
IF u is medium THEN engine is deteriorated, and
IF u is high THEN engine is faulty.

These fuzzy decision rules are applied at each discrete point of
the test data. Maximum matching defuzzification is used to obtain
the engine fault condition~@27#!. While centroid defuzzification is
widely used for control problems where a crisp output is required
~@29#!, maximum matching is popular for pattern recognition
problem where only the correct class in needed~@27#!. Once the
engine fault condition is obtained, binary trend shift decisions are
made using the following crisp decision rules:

IF engine is healthy THEN trend shift50 and
IF engine is faulty THEN trend shift51.

Testing. Simulated faulty and no fault noisy data is created
for testing the detector. Faults are simulated with efficiency reduc-
tion of 2%. Test data is created at 150 points including 50 samples
of faulty data and 100 samples of no fault data. Each sample
contains a time series of 150 discrete points, in a manner similar
to Fig. 7. The samples follow the pattern shown in Fig. 7, with a

Fig. 13 Fuzzy sets representing linguistic measures of health
residual for noisy data

Fig. 14 Fuzzy sets representing linguistic measures of health
residual for FMH filtered data

Fig. 15 Schematic representation of fuzzy system for trend
shift detection
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fault starting atk551 and ending atk5100. Ten such samples
of data are used for each fault to obtain the statistics shown in
Table 2.

Correct fault detection occurs when the detector gives the cor-
rect binary decision about the trend shift at a given discrete time
point. When a faulty engine is misdiagnosed as healthy, a missed
alarm is indicated. When a healthy engine is misdiagnosed as
faulty, a false alarm is indicated. Table 2 shows the false alarm
and missed alarm statistics for each of the five module faults for
noisy and filtered data. For the noisy data, thresholds correspond-
ing to noisy data are used to define the ‘‘high,’’ ‘‘medium,’’ and
‘‘low’’ fuzzy sets. For the filtered data, thresholds corresponding
to filtered data are used to define the ‘‘high,’’ ‘‘medium,’’ and
‘‘low’’ fuzzy sets. The filtered data uses an FMH filter operating
on 21 (2I 11,I 510) points of data at a time using the recursive
scheme discussed earlier withI 52, I 53, I 55, I 57, andI 510.
The detection results are expressed in binary form with a healthy
engine being 0 and faulty engine being 1.

The noisy data and corresponding fuzzy system shows several
missed and false alarms. The filtered data and corresponding
fuzzy system shows no false alarms for the faults and a few
missed alarms. False alarms are eliminated from the filtered data
because of the lack of intersection of the ‘‘low’’ and ‘‘high’’ fuzzy
sets for the filtered case~Fig. 14!. However, some missed alarms
occur when some faults in the ‘‘medium’’ zone are misdiagnosed
because of the intersection between ‘‘medium’’ and ‘‘high’’ fuzzy
sets in Fig. 14. For the noisy data, there is considerable intersec-
tion between the ‘‘high’’ and ‘‘low’’ fuzzy sets leading to several
false alarms, which are a great handicap for a diagnostic system.
False alarms are more unwanted than missed alarms as they lower
the faith of a user in the diagnostics system. It is clear that using
the FMH filter reduces the noise in the data and improves the
separability of the faulty engine and the healthy engine.

Concluding Remarks
Filtering methods are explored for removing noise from data

while preserving sharp edges that many indicate a trend shift in
gas turbine measurements. Linear FIR and IIR filters are found to
be have problems with removing noise while preserving features
in the signal. Linear filters need to be used recursively to remove
noise. However, recursive use of linear filters smoothed out sharp
edges in data that might indicate a fault. The nonlinear FHM filter
is found to accurately reproduce the root signal from noisy data.
FMH filters can be used in recursive mode to remove noise with-
out smoothing out features in the signals. However, FMH filters
are batch filters and have a time lag while linear filters are instan-
taneous. This shortcoming of FMH filters can be removed by
faster sampling of measurement data.

Simulated faulty data and fault-free gas path measurement data
are passed through FMH filters and health residuals for the data
set are created. The health residual is a scalar norm of the gas path
measurement deltas and is used to partition the faulty engine from
the healthy engine using fuzzy sets. The fuzzy detection system is
developed and tested with noisy data and with filtered data. It is
found from tests with simulated fault free and faulty data that
trend shift detection based on filtered data is very accurate with no
false alarms and negligible missed alarms. In sharp contrast, the

fuzzy detector based on noisy data gives several false alarms and
missed alarms, which is unacceptable for a fault detection algo-
rithm as it would dramatically increase maintenance costs instead
of saving costs.

Nomenclature

EGT 5 exhaust gas temperature
FC 5 flow capacity

FIR 5 finite impulse response
FMH 5 FIR median hybrid
FP4 5 high-pressure turbine area

FP45 5 low-pressure turbine area
IIR 5 infinite impulse response
N1 5 low-pressure rotor speed
N2 5 high-pressure rotor speed
WF 5 fuel flow

x 5 element of fuzzy set
x 5 module faults
z 5 measurement deltas
D 5 change from baseline ‘‘good’’ engine
h 5 efficiency

mA(x) 5 degree of membership ofx in fuzzy setA
s 5 uncertainty as standard deviation
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Global Nonlinear Modeling of Gas
Turbine Dynamics Using NARMAX
Structures
This paper examines the estimation of a global nonlinear gas turbine model using NAR-
MAX techniques. Linear models estimated on small-signal data are first examined and the
need for a global nonlinear model is established. A nonparametric analysis of the engine
nonlinearity is then performed in the time and frequency domains. The information ob-
tained from the linear modeling and nonlinear analysis is used to restrict the search space
for nonlinear modeling. The nonlinear model is then validated using large-signal data
and its superior performance illustrated by comparison with a linear model. This paper
illustrates how periodic test signals, frequency domain analysis and identification tech-
niques, and time-domain NARMAX modeling can be effectively combined to enhance the
modeling of an aircraft gas turbine.@DOI: 10.1115/1.1470483#

Introduction
Gas turbines were originally designed for aircraft propulsion

but are now extensively used in aero, marine, and industrial ap-
plications. With such widespread and increasing applications, the
modeling of such engines is an issue of some importance.

Modeling of gas turbines is required both in the development
and operational stages of an engine’s life. Design of control sys-
tems can be facilitated and, once the model has been verified
against real engine data, a physical interpretation of the model
parameters can often be made. This allows initial assumptions
about the engine characteristics to be checked.

This paper deals with the relationship between the fuel flow and
shaft speed dynamics of an aircraft gas turbine. The shaft speeds
are the primary outputs of a gas turbine, from which the internal
pressures and the thrust can be calculated. Modern gas turbines
usually have two shafts, one connecting a high-pressure~HP!
compressor to a HP turbine, the other connecting the low-pressure
~LP! compressor to a LP turbine. The Rolls Royce Spey Mk202
turbofan modeled in this paper is an example of such an engine.
Although no longer in service, the Spey possess the same charac-
teristics, for control purposes, as a modern engine such the EJ200
fitted to the Eurofighter~@1#!.

Recent work by Evans et al.@2–5# concentrated on testing the
engine using small-amplitude multisine signals and then using
frequency-domain techniques to identify linear models of high
accuracy. The errors due to noise and nonlinearities were assessed
and found to be small for these small-signal models. The same
techniques were used to estimate models at a range of different
operating points. Data were gathered under sea level static condi-
tions at the Defense Evaluation & Research Agency~DERA! at
Pyestock. Multisine and inverse repeat maximum length binary
sequences~IRMLBS! were used at amplitudes of up to610% of
the steady-state fuel flow (610% Wf).

However, all physical systems are nonlinear, to a greater or
lesser extent, so the need is apparent for a more complete gas
turbine description using nonlinear models. Rodriguez@6,7# used
a multiobjective genetic programming approach on the same data
and allocated weights to various objectives to assess their signifi-
cance in the identification of Nonlinear AutoRegressive Moving

Average with eXogenous inputs~NARMAX ! models of the en-
gine. Higher-amplitude signals, such as triangular waves and
three-level periodic signals with input amplitudes of up to
640% Wf , were used to validate the estimated models. These
caused the HP shaft speed to vary between 65% and 85% of its
maximum value (%NH).

In this paper, a review of the linear models previously estimated
is presented and their properties are discussed. The variation of
the linear models with operating point clearly shows the need for
a global nonlinear model. The presence of this nonlinearity is then
detected using nonparametric analysis of the engine data. Knowl-
edge gained from this analysis is useda priori to restrict the
search space of nonlinear models under consideration. The esti-
mation of NARX models~NARMAX models with the noise terms
excluded! of the HP shaft dynamics is then discussed. Finally, the
performance of the linear and nonlinear models is compared.

Linear Modeling
Small-signal linear models were estimated using frequency-

domain techniques, which have a number of clear advantages
when applied to this problem. First, the measured fuel-flow is both
noise corrupted and band limited, which matches the basic as-
sumptions of the frequency-domain approach~@8#!. In addition,
the engine has an unknown combustion delay, which can be in-
cluded as an estimated parameter in the frequency-domain estima-
tor. Finally, s-domain models can be directly estimated in the
frequency-domain and compared to the linearized thermodynamic
models of the engine~@5#!. A physical interpretation can thus be
made of the model poles and zeros and the estimated time delay.

The basic input-output relationship in the frequency domain is
given by

H~ j v!5
Y~ j v!

U~ j v!
, (1)

H( j v) being the frequency response function andY( j v) and
U( j v) the Fourier transforms of the output and input signals. The
use of periodic signals allows the direct estimation of the fre-
quency response function as the ratio of the mean values of the
output and input Fourier coefficients, at the discrete test
frequenciesvk
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whereM is the number of periods measured. This is termed the
EV estimator and it has been shown that it is a maximum likeli-
hood estimator if the input and output noises have a complex
normal distribution, even if they are mutually correlated~@9#!.
Multisine signals were used to excite the engine and by averaging
over multiple periods signal-to-noise ratios~SNRs! of greater than
40 dB were obtained for the input and output.

Parametric identification involves estimating continuous
s-domain models with a pure time delayTd ~@10,11#!.

H~s!5
b01b1s1 . . . bnbs

nb

a01a1s1 . . . anas
na e2 j vTd (3)

These models can be validated by comparison of their frequency
responses with the frequency response functions of the engine.
Tests were conducted at several operating points along the turbine
running range, from 55%NH to 90% NH , at input amplitudes of
610% Wf .

Parametric models were estimated at each operating point, us-

Fig. 1 Frequency response of high-pressure shaft model at 75% NH „solid …,
with estimated frequency response function „crosses …

Fig. 2 Poles and zeros of the linear frequency-domain models „a… high-
pressure shaft and „b… low-pressure shaft. Showing: poles „Ã… and zeros „0….
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ing a model selection and validation procedure which has been
described in detail in@2–5#. The frequency fit of one such model,
with a transfer function

G~s!5
0.06733~s10.1514!

~s10.1388!~s10.5742!
e20.012s, (4)

is shown in Fig. 1. This pattern was repeated across the range of
operating points, with all of the models obtained having poles and
zeros lying on the real axis of the left-hands-plane. The variation
of the poles and zeros with operating point is shown in Fig. 2 and
several features can be deduced from the plot. It is clear that the
HP and LP shafts have different order dynamics. Canceling pole-
zero pairs suggest that the HP shaft is predominantly first order,
across most of the operating range, and that the LP shaft is second
order. It is also clear from Fig. 2 that the position of the poles and
zeros change with the operating point. The DC gains of these
models also decrease as the operating point is increased, as shown
in Table 1. This shows clearly that the gas turbine is nonlinear
~@12#!.

It can be concluded that for linear models representing the
small-signal dynamics of the gas turbine the frequency-domain
identification ofs-domain models is a good approach. This pro-
vides an accurate representation of the system, incorporating the
pure time delay in the model, and a physical interpretation can be
made of the model poles and zeros. This work has been recently
extended to the multivariable case~@13#!, where frequency tech-
niques were used to estimate linear state-space models.

Detecting the Nonlinearity
It is possible to detect the presence of the engine nonlinearity

by analyzing the small-signal data at a single operating point. If a
signal contains only harmonics that are odd multiples of the fun-
damental~such as an IRMLBS or an odd-harmonic multisine!
then all the frequency contributions at the output resulting from
any even-order nonlinearities will fall at even harmonics~@14#!.
Thus the even nonlinearities can be detected just by inspection of
the frequency content of the system input and output signals.

Similarly if an odd-odd multisine is used~a signal where every
other odd harmonic is also excluded! both even-order and odd-
order nonlinearities can be detected, since the odd-order nonlinear
contributions will fall at the omitted odd harmonics. A useful tool
with which to assess the periodicity of the generated harmonics,
and distinguish them from noise harmonics, is the squared coher-
ence function

gnl~v!5

U 1

M (
m51

M

Ym~ j v!U2

1

M (
m51

M

Ym~ j v!Ym* ~ j v!

5
uȲ~ j v!u2

GYY~v!
(5)

whereYm( j v) is the output spectrum at the excited and nonex-
cited frequencies,Ym* ( j v) its complex conjugate, andGYY(v) the
autospectrum of the output. The coherence represents the ratio of
the periodic power to the total power at the output frequencies and
if there is no periodic power at a given output frequency then the
coherence will assume a value of 1/M .

The periodic power due to nonlinearities can be detected since
the coherence function at those frequencies will rise well above
the 1/M bound.

The nonlinear coherence of an odd-odd multisine at an input
amplitude of610% Wf is plotted in Fig. 3, along with the 1/M
bound, in order to assess the nonlinear contributions. It is seen
that the coherence of the even harmonics in the input spectrum is
close to the 1/M bound whereas the coherence of the even har-

Fig. 3 Nonlinear coherence of an odd-odd multisine at „a… input and „b…
output. Input harmonics „solid …, even harmonics „dashdot … and omitted odd
harmonics „dotted …. With 1 ÕM bound „dashed ….

Table 1 Model DC gains at different operating points

Operating
Point

HP Shaft
DC Gain

LP Shaft
DC gain

53 0.262 0.195
65 0.177 0.141
75 0.127 0.098
85 0.088 0.067
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monics at the output is more significant. It can be also seen that
the coherence of the omitted odd harmonics is consistently lower
on both the input and output.

This suggests the presence of a weak even-order nonlinearity in
the engine, for small input amplitudes. More information about
this nonlinear effect can be gathered by looking at the input-
output properties of the triangular test shown in Fig. 4. Most of
the power is concentrated at low frequencies for this signal, thus
making it unsuitable for exciting the engine dynamics. However,
this property allows the use of these data as a pseudo-static test,
which can provide a very good approximation of the static behav-
ior of the engine. The static polynomial

u~ t !5445213y~ t !10.14y2~ t ! (6)

was then fitted to these data and it can be seen from the fit in Fig.
5, that a second-order polynomial is sufficient to model the static
behavior of the engine. It must be stressed here that this even-
order nonlinearity did not influence the estimated linear models,
due to the use of odd harmonic test signals.

Nonlinear Modeling
Having detected the nonlinearity, the need to develop a nonlin-

ear model for the gas turbine is apparent. Leontaritis and Billings
@15# introduced the NARMAX approach as a means of describing
the input-output relationship of a nonlinear system. The model
represents the extension of the well-known ARMAX model to the
nonlinear case, and is defined as

Fig. 4 Triangular test „a… measured fuel flow „b… high-pressure shaft
response

Fig. 5 Input-output relationship for the gas turbine when using a high-
amplitude triangular wave „black …, nonlinear fit „white …
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y~k!5F~y~k21!, . . . ,y~k2ny!,u~k21!, . . . ,u~k2nu!,e~k

21!, . . . ,e~k2ne!!1e~k! (7)

whereF is a nonlinear function;y(k), u(k), ande(k) represent
the output, input, and noise signals, respectively; andny , nu , and
ne are their associate maximum lags. Billings and Tsang@16# used
an orthogonal estimator for the identification of a NARMAX
model. This estimator is a very simple and efficient algorithm that
allows each coefficient in the model to be estimated, while at the
same time providing an indication of the contribution that the term
makes to the system output using the error reduction ratio~ERR!
defined as

ERRi5

gi
2(

k51

N

wi
2~k!

(
k51

N

y2~k!

(8)

wheregi are the coefficients andwi(k) are the terms of an auxil-
iary model constructed in such a way that the termswi(k) are
orthogonal to the data records. A forward-regression algorithm is
employed to select at each step the term with the highest error
reduction ratio, in other words the term which contributes most to
the reduction of the residual variance. The procedure is usually
stopped using an information criterion such as the Akaike infor-
mation criterion~AIC!, defined as

AIC5N loge~s«
2~up!!1kp (9)

wheres«
2(up) is the variance of the residuals associated with a

p-term model andk is a penalizing factor.
In this paper a priori knowledge of the engine dynamics will be

used~obtained from the previous section! to identify NARX mod-
els with the nonlinear terms restricted to the second order. The
selection of an appropriate signal for use in nonlinear identifica-
tion is an issue of some importance. Schoukens et al.@17# showed
that multisine signals with a user-defined amplitude distribution
can be designed. The authors suggest that a nonlinear system

should be tested with a signal whose amplitude distribution
matches as closely as possible that of a typical input to the system.

This poses a challenge for gas turbine modeling, since a typical
input is difficult to define due to the diversity of inputs to the
engine. To this end, a concatenated set of small-signal IRMLBS
tests was used for the identification of the nonlinear model. A
single period of one of these signals, at an operating point of 75%
NH and input amplitude of610% Wf , is shown in Fig. 6. The
spectra of these signals are shown in Fig. 7. It can be seen that the
signal-to-noise ratios are very good for this input amplitude, up to
0.6 Hz. The concatenated data used for nonlinear model estima-
tion are shown in Fig. 8.

From linear modeling it was established that a second-order
input-output lag would be sufficient to capture the engine dynam-
ics. In addition it was shown that the nonlinearity in the engine
could be approximated by a second-order term. Setting the maxi-
mum input and output lagsnu andny to 2, the forward-regression
orthogonal estimation algorithm was applied for a maximum order
of nonlinearity of 2. The selected terms with their associated error
reduction ratios and the coefficients of the selected model 1 are
shown in Table 2. The model terms are listed in the order of their
qualification.

Mendes@18# showed that standardization can aid structure se-
lection and avoid the problem of wrongly qualifying spurious
terms before significant terms are selected. Standardization in-
volves removing the means from the data and normalizing the
variance of the data records to unity. A new model shown in Table
3 was then estimated using the forward-regression orthogonal al-
gorithm but in this case the data were standardized before entering
the estimator.

The model quality can be assessed using higher-order correla-
tion functions ~@19#!, but no definite conclusion can be drawn
unless cross validation is employed. This is a nonparametric ap-
proach, which consists of simulating the candidate model with
different engine inputs and a comparison of the results with the

Fig. 6 One period of an IRMLBS test „a… measured fuel flow „b… high-pressure
shaft response
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Fig. 7 Spectra of the IRMLBS test „a… measured fuel flow „b… high-pressure
shaft response

Fig. 8 Concatenated data set used for estimation „a… measured fuel flow „b…
high-pressure shaft response

Table 2 Quadratic NARX model 1

Model Terms ERRi u i

y(k21) 9.9 e-1 6.998e-1
y(k22) 1.8 e-7 2.867e-1
u(k21) 1.6 e-7 9.725e-3

u(k21)* y(k22) 8.8 e-7 21.158e-4
u(k)* y(k21) 8.5 e-8 4.277e-5

Constant 3.1 e-9 28.595e-2

Table 3 Quadratic NARX model 2

Model Terms ERRi u i

y(k21) 9.9 e-1 1.0998
u(k21) 1.9 e-5 4.208 e-3
y(k22) 1.3 e-5 25.863 e-2

y(k21)* y(k22) 3.2 e-6 29.563 e-2
Constant 8.8 e-6 21.3577
y2(k22) 4.4 e-6 5.166 e-2
y2(k21) 1.0 e-5 4.343 e-2
u(k22) 1.4 e-7 7.546 e-4
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measured engine outputs. A range of tests is available for this
purpose which consists of low-amplitude IRMLBS and multisine
tests and high-amplitude tests such as triangular waves and three-
level sequences.

The difference between the performance of the two nonlinear
models will be illustrated using high-amplitude data. Figure 9
shows a test in which the engine input was a triangular wave of
period 100s and amplitude of635% Wf . The measured engine

output is plotted, along with the responses of models 1 and 2. It
can be seen that the two model outputs follow the measured out-
put very well, without any significant difference between their
behavior.

The next test, shown in Fig. 10, consists of a three-level se-
quence of period 100s with an input amplitude of622%Wf . This
is effectively a series of positive and negative step inputs. Again
in this test the models show a good response, with model 2 per-

Fig. 9 Output of triangular wave high-pressure shaft test. Measured output
„solid …, model 1 output „dashed …, model 2 output „dash-dot ….

Fig. 10 Output of three-level high-pressure shaft test. „a… Complete signal „b…
portion of the signal. Measured output „solid …, model 1 output „dashed …, model 2
output „dash-dot ….
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forming somewhat better than model 1. Model 2 was selected for
this reason. It is similar in structure to a model previously esti-
mated by Chiras et al.@20#, using an approach based simply on
monitoring the model cost function.

After establishing the quality of the model using cross valida-
tion, the model parameters were examined in order to identify any
possible similarities with the previously identified linear models.
It was noticed that the linear part of nonlinear model 2 is unstable,
having a discrete pole outside the unit circle atz51.043. This
should not be taken to mean in any way that the model is unstable
in its operating region. On the contrary, if model 2 is linearized at
different operating points, the resulting locally linear models are
stable. It is thus necessary for the control engineer to take care
when using a nonlinear model of this kind since it is only valid in
the region for which it was identified.

Linear Versus Nonlinear
In this section a comparison is made between the performance

of the linear models obtained using frequency-domain techniques
and nonlinear model 2 obtained in the previous section. Figure 11
shows a time-domain comparison between the linear and nonlin-
ear model outputs and the measured gas turbine output for a small
signal IRMLBS test. It can be seen that both the linear and non-
linear models are capable of modeling the low-amplitude dynam-
ics of the engine. Close inspection shows that the linear model
performs slightly better. This can be attributed to the inclusion of
the time delay into the model.

Similar results are obtained when the performance of the non-
linear model is compared with the differents-domain models at
different operating points, suggesting that the nonlinear model is
capable of modeling the small-signal engine dynamics throughout
the operating range. This allows the single nonlinear model to be
used in place of the family of linear models previously estimated.

Figure 12 shows a comparison of the performance of a linear
model ~estimated at 75%NH! and the nonlinear model, on high-
amplitude data. It can be seen from this triangular test that the
linear model does not follow the engine data at high shaft speeds,
whereas the nonlinear model has some problems at the lower shaft

speeds. The difference is even more apparent in the next test,
shown in Fig. 13, where a three-level sequence was used as the
input. Here, the linear model is completely unable to capture the
high-amplitude dynamics.

It can be concluded that the nonlinear model is capable of mod-
eling both high and low-amplitude engine dynamics. The linear
models obtained perform very well with small-signal data at dif-
ferent operating points but cannot model the engine response to all
large-signal tests. The results can also be extended to the LP shaft
case, where a nonlinear model of similar structure~but different
parameter values! was estimated.

Conclusions
The linear and nonlinear modeling of a gas turbine was dis-

cussed in this paper. Linear models were estimated in the fre-
quency domain using small-signal data. The models perform re-
ally well with these data and allow a physical interpretation of the
linear modes~and the pure time delay! of the engine to be made.
The fact that these models vary with operating point suggests the
need for a global nonlinear model. The order of the linear dynam-
ics can be used asa priori information in the nonlinear modeling.

A simple method to identify a nonlinear NARX model of a gas
turbine was proposed. This consisted of a nonparametric analysis
of the engine data, in both time and frequency domains, to estab-
lish the existence and approximate order of the nonlinearity.

This allowed the search space of the potential NARX models to
be considerably narrowed and facilitated the straightforward se-
lection of an appropriate model structure. A model was estimated
which performs well with both small-amplitude and high-
amplitude tests. The performance of the model was illustrated on
a range of signals and shown to follow the output behavior of the
engine extremely well. However, the physical interpretability of
the model is lost. This is due to inherent problems with discrete-
time estimation using band-limited input signals and also to the
great variability of the model parameters when different nonlinear
terms are included. Nevertheless, such a model could provide the
basis for a global nonlinear controller of the engine.

Fig. 11 Output of IRMLBS high-pressure shaft test. „a… Complete signal „b…
portion of the signal. Measured output „solid …, linear s -domain model „dashed …,
nonlinear model output „dash-dot ….
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This paper illustrates how periodic test signals, frequency do-
main analysis, and identification techniques, and time-domain
NARMAX modeling can be effectively combined to enhance the
modelling of an aircraft gas turbine.
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A Multiple Harmonic Open-Loop
Controller for Hydro/Aerodynamic
Force Measurements in Rotating
Machinery Using Magnetic
Bearings
Inherent in the construction of many experimental apparatus designed to measure the
hydro/aerodynamic forces of rotating machinery are features that contribute undesirable
parasitic forces to the measured or test forces. Typically, these parasitic forces are due to
seals, drive couplings, and hydraulic and/or inertial unbalance. To obtain accurate and
sensitive measurement of the hydro/aerodynamic forces in these situations, it is necessary
to subtract the parasitic forces from the test forces. In general, both the test forces and the
parasitic forces will be dependent on the system operating conditions including the spe-
cific motion of the rotor. Therefore, to properly remove the parasitic forces the vibration
orbits and operating conditions must be the same in tests for determining the hydro/
aerodynamic forces and tests for determining the parasitic forces. This, in turn, necessi-
tates a means by which the test rotor’s motion can be accurately controlled to an arbi-
trarily defined trajectory. Here in, an interrupt-driven multiple harmonic open-loop
controller was developed and implemented on a laboratory centrifugal pump rotor sup-
ported in magnetic bearings (active load cells) for this purpose. This allowed the simul-
taneous control of subharmonic, synchronous, and superharmonic rotor vibration fre-
quencies with each frequency independently forced to some user defined orbital path. The
open-loop controller was implemented on a standard PC using commercially available
analog input and output cards. All analog input and output functions, transformation of
the position signals from the time domain to the frequency domain, and transformation of
the open-loop control signals from the frequency domain to the time domain were per-
formed in an interrupt service routine. Rotor vibration was attenuated to the noise floor,
vibration amplitude'0.2mm, or forced to a user specified orbital trajectory. Between the
whirl frequencies of14 and 2 times running speed, the orbit semi-major and semi-minor
axis magnitudes were controlled to within 0.5% of the requested axis magnitudes. The
ellipse angles and amplitude phase angles of the imposed orbits were within 0.3 deg and
1.0 deg, respectively, of their requested counterparts.@DOI: 10.1115/1.1473159#

Introduction

A common experimental technique for measuring dynamic
fluid-structure interaction forces is to impose a controlled or
known excitation to a test structure and measure the resulting
reaction forces due to the structure’s interaction with the sur-
rounding fluid. In the case of a rotating structure~compressor,
turbine or pump impeller, seal or bearing! this experimental tech-
nique usually implies superimposing a controlled excitation onto
the rotating assembly. Many researchers have used variations of
this basic procedure to measure hydrodynamic interaction forces.
Jery et al.@1# used circular whirl orbits at various whirl ratios
~V/v! to excite a centrifugal pump impeller operating in a spiral
volute. A linear skew symmetric impeller force model was as-
sumed. Quadratic curve fits of the measured radial and tangential
interaction forces as functions of whirl ratio provided the six im-
peller force coefficients for the model. Bolleter et al.@2# used
swept sine excitation on a boiler feed pump impeller operating in
a vaned diffuser. Impedance functions were related to the mea-

sured radial and tangential forces. A linear skew-symmetric im-
peller coefficient model was assumed where the six model coef-
ficients were obtained from quadratic curve fits of the impedance
functions. These two procedures require the a priori assumptions
that the force coefficients are frequency independent and that the
coefficient matrices are skew symmetric. While these methods,
with their associated assumptions, may be applicable in some cir-
cumstances they are limited and do not provide a general tech-
nique for determining hydrodynamic interaction forces. Murphy
et al.@3# reviewed a number of test methods for extracting hydro-
dynamic forces. He concluded that the single-frequency dual el-
lipse approach was the best way to fit a linear model to a nonlin-
ear system. However, the method suffers from the drawback of
being time intensive. Flack et al.@4# describe a hydrodynamic test
facility that uses single frequency elliptical orbits to extract bear-
ing coefficients. The dual ellipse method facilitated a detailed un-
certainty analysis and was shown to provide low uncertainties in
the measured bearing coefficients. Kostrzewsky and Flack@5#
give a detailed assessment of the various factors contributing to
the total uncertainty for experimentally derived bearing coeffi-
cients using the single-frequency dual ellipse excitation method.
The authors showed that the largest contribution to the derived
bearing coefficient uncertainties came from the velocity terms
which were obtained from the first time derivative of the position

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-023. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole.
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signals. The uncertainties in the velocities contributed from two to
ten times as much uncertainty to the derived bearing coefficients
as the next most significant factor.

When applying the single-frequency dual ellipse method, or
any other excitation method, to a hydro/aerodynamic force testing
apparatus the fluid dynamic forces,F(t), must be resolved from
parasitic forces. In the case of the pump apparatus shown in Fig.
1, these parasitic forces arise due to the shaft seal, suction shroud
face seal, shaft couplings, and hydraulic and mass unbalance. One
method of extracting the impeller forces from the parasitic forces
would be to obtain a set of reference forces with a blank disk
installed in place of the test impeller. If the blank disk mimics the
test impeller in every aspect except for the fluid passages and
vanes, the reference forces thus obtained will include all the un-
wanted parasitic forces, but exclude the desired impeller force. If
the reference forces are subtracted from test forces the desired
impeller hydrodynamic interaction forces remain. Applying the
single-frequency dual ellipse method detailed by Flack et al.@4#
requires multiple single frequency orbits at various whirl rates. In
general, parasitic forces will vary with each whirl orbit. Therefore,
a means by which the rotor whirl orbits can be forced to an arbi-
trarily defined path and exactly duplicated between the impeller
hydrodynamic force test cases~impeller installed! and the refer-
ence force cases~blank disk installed! is required.

The present work details the implementation and quantifies the
performance of a multiple harmonic open-loop controller on a
laboratory centrifugal pump rotor supported in magnetic bearings.
The pump apparatus is intended for studying hydrodynamic im-
peller interaction forces, which are measured directly by the mag-
netic bearings. The utility of the open-loop controller is demon-
strated by forcing precise user defined and repeatable motion on
the pump rotor. The multiple harmonic open-loop controller pro-
duced sinusoidal current signals at subharmonic, synchronous and
superharmonic frequencies of the rotor’s angular velocity. When
the open-loop control signals were added to the suspension feed-
back currents of the magnetic bearings they produced rotating
forces at the bearing locations at the selected frequencies. The
rotor’s lateral vibration at each frequency was automatically
forced to an arbitrary condition by altering the phase and ampli-
tude of the sinusoidal open-loop control signals.

Apparatus
The multiple harmonic open-loop controller was applied to the

plexiglas pump rotor, Fig. 1, which is detailed by Baun and Flack
@6#. The pump has a nominal speed of 620 rpm. The magnetic
bearing system has five control degrees-of-freedom, four lateral
and one axial; open-loop control was applied to the four lateral

Fig. 1 Plexiglas pump rotor

Fig. 2 System block diagram
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control axes. The open-loop controller was implemented on a
standard 166 MHz Pentium PC using a commercially available
100 kHz analog-to-digital~A/D! converter card and a digital-to-
analog~D/A! converter card for vibration signal input and open-
loop control signal output, respectively. Figure 2 gives a block
diagram of the rotor/bearing system, stabilizing feedback control-
ler, open-loop controller, and interrupt service routine. An eight-
bit absolute encoder driven directly by the pump shaft generated a
256 times running speed phase-locked digital signal.

Open-Loop Controller

Theoretical Background. In open-loop control a precalcu-
lated schedule of control signals,u(t), are applied to a system to

tailor its forced response. In this case, the open-loop signals are
superimposed on the stabilizing feedback control signals,uf b(t)
~Fig. 2!. If the elements in the system influence coefficient matrix,
@T# j , are updated or adapted based on the system’s response,
vk21

j , to the previous schedule of open-loop signals, the control-
ler is said to be adaptive. The adaptive open-loop control process
is particularly well suited to turbomachine rotors which are sub-
jected to synchronous and/or integer multiple supersynchronous
disturbance forces which may change as the machine wears or as
the operating point or speed of the machine changes. This utility
has been well documented in the literature~Burrows and Sa-
hinkaya@7# and Higuchi et al.@8#!.

Open-loop control requires a priori knowledge of the system

Fig. 3 Open-loop controller and interrupt service routine block
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since the control signals are precalculated. To determine the ap-
propriate amplitude and phase of the open-loop control signals, it
is necessary to estimate a system influence coefficient matrix,
@T# j , which relates the system response at thej th frequency,v j ,
due to the open-loop control signals,uj , at the same frequency.
The method used to estimate the system influence coefficient ma-
trix is similar to the well-established least-squares balancing tech-
nique where influence coefficients are determined by applying
known unbalance forces at balancing planes along a shaft and
measuring the rotors’ response at position sensor locations. In the
case of a rotor supported in magnetic bearings, the bearings them-
selves are used to apply rotating magnetic forces and the position
sensors, required to close the feedback loop in a magnetic bearing
system, provide the system response. The open-loop control
method is well documented by Knospe et al.@9# from which a
brief summary follows with an extension to the case with multiple
harmonics.

A forced response model of a rotor system is given by

v85@T# juj1v0
j . (1)

Equation~1! describes the rotor vibration at thej th frequency,v j ,
as the uncontrolled vibration,v0

j , superimposed with the vibration
due to the applied control forces,uj , times the system influence
matrix, @T# j . To apply open-loop control using this model, an
estimate of both, the system influence coefficient matrix,@T# j ,
and the uncontrolled vibration,v0

j , must be made. However, if the
open-loop control forces are applied incrementally, then the vibra-
tion at thekth iteration will be given by

vk
j 5@T# juk

j 1v0
j . (2)

Assuming a time invariant system and subtracting thekth iteration
from the (k11)th iteration gives

vk11
j 2vk

j 5@T# j@uk11
j 2uk

j # (3a)

or

Dv j5@T# jDuj . (3b)

Equation~3! only requires an estimate of the influence coefficient
matrices,@T# j , at each open-loop control frequency, and is the
preferred system model for developing a control law. A perfor-
mance function

Jj5v j T
@W#v j (4)

defines a performance surface which weights the norm of the vi-
bration vector at each open-loop control frequency. The system
model ~3a! is substituted into the performance function~4! with
vk

j 5vk11
j . To minimize the performance function, the first deriva-

tive of Jj with respect toDuk11
j is set to zero which yields

Fig. 4 Frequency spectra „no open-loop control applied …

Fig. 5 Orbit comparison „no open-loop control and open-loop
control applied …
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uk11
j 5uk2~Tj T

WTj !21Tj T
Wvk

j . (5)

An estimate,@T# j , for @T# j is easily obtained by injecting a set of
p test forces at each open-loop control frequency wherep>2m
11, and measuring the resulting vibration at the same frequency.
The difference in successive test forces and the difference in the
resulting vibrations are then formed in two batch matrices,

DVj5@v1
j 2v2

j v2
j 2v3

j
¯ vp21

j 2vp
j # (6)

and

DU j5@u1
j 2u2

j u2
j 2u3

j
¯ up21

j 2up
j #. (7)

Substituting~6! and ~7! into ~3b! and solving for@T# j gives the
estimator

@T# j5DVjDU j T
@DU j~Duj !T#21. (8)

Now, if we relax the constraint of a time invariant system and
instead allow the system to be slowly time varying, the quantities,
Dv j andDuj in ~3! can be used directly for the implementation of
adaptive control. If the magnitude ofDv j after any loop cycle is
greater than some threshold level~limit !, the estimator@T# j can be
reevaluated by substituting new values ofDv j and Duj into the
appropriate columns of~6! and~7!, respectively, and resolving for
@T# using ~8!.

Software Implementation. Equations~5), (6!, ~7!, and ~8!
were coded into a C program. Figure 3 shows a block diagram of
the basic structure of the open-loop control code. The right-hand
side of Fig. 3 shows the layout for the main code while the left-
hand side shows the same for the interrupt service routine. The
implementation of the control algorithm shown on the right-hand
side of Fig. 3 shows both the simultaneous estimation and control
~SEC! and convergent control~CC! algorithms~Knospe et al.@9#!.
The SEC algorithm allows the system influence coefficient matrix
@T# to be updated based on the magnitude of the difference in the
rotor vibration vectors between successive loop iterations. The
SEC algorithm is sensitive to the value of the threshold criterion
~limit ! used to determine whether or not to update the@T# matrix.
If the criterion ~limit ! is too low, the individual differences that
constitute the batch matrices~6! and~7!, become small and simi-
lar in magnitude. This, in turn, produces an ill-conditioned esti-
mate of the system influence matrix~8! and the performance will
be erratic ~perhaps unstable!. This sensitivity is compounded
when multiple open-loop control frequencies are employed, as
each open-loop frequency will, in general, have a different thresh-
old criterion ~limit !. An alternative algorithm, convergent control

Fig. 6 Orbit „open-orbit control applied at 1 Ã, 2Ã, 3Ã, and 4Ã…

Fig. 7 Frequency spectra „open-loop applied at 1 Ã, 2Ã, 3Ã, and 4Ã…

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 831

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



~CC! ~Knospe et al.@9#!, updates the system influence coefficient
matrix, @T#, a preset number of times~n–updates!. Both the SEC
and CC open-loop control algorithms were used on the plexiglas
pump apparatus with comparable performance. The SEC algo-
rithm requires considerable setup effort to get the threshold crite-
rion ~limit ! set for each open-loop control frequency. For this rea-
son the CC algorithm was the preferred for implementing multiple
harmonic open-loop control on the plexiglas pump test apparatus.
Typically the system influence coefficient matrix,@T#, was up-
dated on the first two or three-loop iterations only.

The least significant bit from the absolute encoder signal acted
as a trigger for the A/D converter. For each trigger pulse the
analog-to-digital card generated an interrupt service request which
invoked the interrupt service routine, left-hand side of Fig. 3. An
interrupt service routine~ISR! is essentially the same as a standard
function or subroutine, except that it can be initiated by a hard-
ware event. When an interrupt service routine is initiated, other
programs that are running~open-loop controller in this case, the
right-hand side of Fig. 3! are suspended until the ISR is finished
executing. The encoder signal also provided an absolute angular
position index,u~encoder–count!, from which discrete Fourier
transforms and discrete inverse Fourier transforms of the rotor
lateral position signals,v j , and open-loop control signals,uj , re-
spectively, were calculated. Since the absolute encoder provided a
fixed number of trigger signals at equal angular increments on
each shaft rotation, the use of an interrupt service routine to
handle all input/output functions was the logical and most com-
putationally efficient technique for interfacing with the rotor/
bearing system. All timing was intrinsic to the encoder signal.
Therefore, absolute angular position error, associated with the
conventional method of tracking a rotor’s angular velocity and
angular position by means of a clock signal and a key phasor
reference was eliminated. The encoder signal provided a simple
and robust method for fixing the integration angular increment for
the Fourier and inverse Fourier transforms, determining the shaft’s
absolute angular position and synchronizing all input/output
events.

Command orbit coefficients,voff
j , were added to the rotor po-

sition coefficients,v j . By specifying nonzero Fourier command
orbit coefficients for a particular frequency, the rotor motion at
that frequency, was forced to an orbit defined by the command
orbit coefficients. In addition to whirl orbit control the command
orbit coefficients provide a simple means of apply runout compen-
sation. If the runout can be characterized by a set of Fourier co-
efficients at any combination of the open-loop control frequencies,
then these coefficients can be superimposed on the command orbit
coefficients such that the runout-induced shaft motion is canceled.

A hand-shaking protocol consisting of a series of flags was used
to coordinate the various decision paths and provide synchroniza-

Fig. 8 Frequency spectra „open-loop control applied 1 Ã, 2Ã, 3Ã, and 4Ã; orbit at 1 Ã…

Fig. 9 Comparison between requested and measured orbits
„1Ã…
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tion between the main code and the interrupt service routine. In
addition, a local copy of the open-loop control coefficient matrix,
@U#, was defined in both the main code and the interrupt service
routine. This was necessary since the interrupt service routine
needed access to the coefficients at all times~each trigger event!
while the main section of the code may take several trigger peri-
ods to complete control calculations and updates on the matrix. A
convolution period of 12 revolutions for the Fourier integrals and
a delay period of three revolutions after a new control coefficient
matrix, @U#, was introduced proved to be a good compromise
between noise reduction benefits with longer convolution periods
and controller performance benefits with more frequent controller
updates.

To streamline the code execution, several techniques were em-
ployed. Function calls were avoided whenever possible. Matrix
operations were coded as macros and sine and cosine values~used
to evaluate Fourier transforms and inverse transforms at each trig-
ger event! where precalculated and stored in lookup tables and
accessed directly based on the encoder position. Pointers where
used throughout and in particular for swapping matrices in the
controller calculations~5!, and for passing coefficient matrices
back and forth between the main part of the control code and the
interrupt service routine.

Testing and Utility
To demonstrate the utility of the open-loop controller a few

representative vibration case studies are presented here. The open-
loop controller was used to manipulate the lateral~x2y plane!
motion of the rotor in Fig. 1. Runout compensation was applied
for all test cases. The total shaft runout at each position sensor

location was mapped by supporting the shaft in a set of roller
blocks and performing a slow roll test. The slow roll test was
performed insitu with the axial thrust bearing on to prevent axial
movement of the rotor. Total indicated mechanical runout~TIR! at
the roller block locations was below the resolution of the digital
dial gauge, less than 0.0001 inches. The position sensors, Fig. 1,
were used to map the target runout as the shaft was slowly turned
on the roller blocks. Fourier coefficients of the runout position
signals were superimposed with the command orbit Fourier coef-
ficients,voff

j .
Figure 4 show the frequency spectra for the vibration at one

control plane of the plexiglas pump without open-loop control
applied. The predominant vibration occurs at four times running
speed, 41.33 Hz, and is due to the vane passing frequency~4 vane
impeller interacting with a single tongue volute! with smaller vi-
bration levels at 13, 23, 33, 43, 53, 63, and 8 times running
speed. The resulting rotor vibrations for one complete shaft revo-
lution, the dashed line in Fig. 5, clearly shows the dominant 4x
vibration. Applying the open-loop control reduces the orbit size to
the dot at the origin of Fig. 5. Figure 6 shows the resulting rotor
orbit with the open-loop controller applied at the first four har-
monics of the pumps rotational speed. The rotor orbit is shown
with only the 1x, 2x, 3x, and 4x components included and the
scale magnified by a factor of 40~as compared to Fig. 5! empha-
sizing the effectiveness of the open-loop controller. The solid line
in Fig. 5 is the orbit from Fig. 6 plotted to the same scale as the
orbit without open-loop control applied. Relative to the orbit with-
out open-loop control applied, the orbit with open-loop control
applied appears as a dot at the origin of Fig. 5. Figure 7 is the
direct counterpart to Fig. 4 with the open-loop controller applied
to the first four harmonics of the pumps rotational frequency, 13,
23, 33, and 43. Figure 7 clearly shows that these four frequen-
cies in theX andY vibration spectra have been attenuated to the
sensor noise floor.

The open-loop controller was designed to accept a user re-
quested command orbit at any of the open-loop control frequen-
cies. The command orbit is entered as a vector whose components
represent the semi-major axis~a!, semi-minor axis~b!, ellipse
angle~C!, and amplitude phase angle~g! of an ellipse. Figures 8
and 9 show the resulting rotor vibration spectra and orbit, respec-
tively, for a synchronous command orbit vector
$0.0049,0.0019,25 deg,45 deg% or $101.6mm, 25.4mm, 25 deg,
45 deg% while the 23, 33, and 43 vibration components were
attenuated to zero~noise floor!. Within the range of open-loop
control frequencies, only a synchronous vibration component is
observed in the frequency spectra of theX andY position signals
~Fig. 8!. The resulting rotor orbit shown as a dashed line in Fig. 9
is a superposition of the 1x, 2x, 3x, and 4x vibration components.
The elliptical rotor orbit is oriented with the semi-major axis in-
clined at 25 deg relative to the positivex-axis. The unfilled circle
represents the orbit starting point, or phase, and is controlled by
the amplitude phase angle,g, argument. The orbit whirl direction
is counterclockwise starting from the open circle. A qualitative
comparison between the actual rotor orbit, the dashed line in Fig.
9, and the requested orbit, solid line in Fig. 9, shows that the
open-loop controller was successful in controlling the rotor to the

Fig. 10 Difference between measured and requested orbits
„1Ã…

Table 1 Quantitative comparison between requested and measured orbits

Whirl
Freq.

$multiple
of

synch.%

Orbit Parameter
Difference

~Requested–Measured!Requested Measured

a ~mm! b ~mm! c ~deg! g ~deg! a ~mm! b ~mm! c ~deg! g ~deg! a ~mm! b ~mm! c ~deg! g ~deg!

1/4 101.60 25.40 235.0 45.0 101.83 25.50 235.3 45.0 20.23 0.10 0.3 0.0
1/2 101.60 25.40 55.0 45.0 102.06 25.50 55.1 44.6 20.46 0.10 20.1 0.4
1 101.60 25.40 25.0 45.0 101.55 25.68 25.1 44.5 0.05 0.28 20.1 0.5
2 101.60 25.40 265.0 45.0 101.83 25.22 265.4 44.0 20.23 20.18 0.2 1.0
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requested orbit. Figure 10 is plot of the difference between the
requested orbit and the measured orbit and is provided to facilitate
a more detailed qualitative comparison between the two orbits.
The solid line in Fig. 10 shows the difference between the actual
orbit, a superposition of the first four harmonics, and the requested
synchronous orbit. The dashed line shows the difference between
the first harmonic of the actual orbit and the requested orbit. The
difference between these two curves represents rotor motion re-
sulting from 2x, 3x, and 4x vibration~noise!.

Table 1 provides a quantitative comparison between measured
rotor orbits and requested orbits at four different whirl frequen-
cies. For the whirl frequencies of,12 and 1

4 running speed, the
open-loop controller was set to control five harmonics simulta-
neously,123, 13, 23, 33, and 43 and 1

43, 13, 23, 33, and 43,
respectively. The differences between the various requested and
measured orbit parameters, as shown in Table 1, appear to be
random and unrelated to the orbit orientation or whirl frequency
with the exception of the amplitude phase angle~g!. The ampli-
tude phase angle is systematically increasing from 0 deg to 1 deg
between the whirl frequencies of1

4 and two times running speed.
This systematic trend appears to be the result of force slewing
limitations of the magnetic actuators. As the whirl frequency in-
creases, the inertial reaction forces due to the rotors mass also
increase. The largest difference between the magnitudes of the
requested and measured ellipse axis, as shown in Table 1, is
20.46 microns or expressed as a percent of the requested semi-
major axis amplitude,20.5%, while the largest difference in the
ellipse angle is 0.3 deg.

The examples discussed above and shown in Fig. 4 through 10,
while not exhaustive, demonstrate the effectiveness of the open-
loop controller to simultaneously control multiple harmonics to a
user prescribed condition. In the selected test cases open-loop
control was simultaneously applied to four or five harmonics.
While in principle any number of harmonics can be simulta-
neously controlled, in practice, the number will be limited by the
controller processor speed and the sampling frequency of the
input/output hardware. Poor signal-to-noise ratio, aliasing, and
coupling between harmonics can degrade the controller perfor-
mance, particularly for higher harmonics.

Summary
To facilitate the measurement of hydrodynamic forces on a

laboratory centrifugal pump rotor supported in magnetic bearings,
a PC-based interrupt-driven adaptive open-loop controller was de-
veloped and implemented for the purpose of orbit control. The
open-loop controller provides a critical function in the measure-
ment procedure and determination of the hydrodynamic impeller
forces coefficients as precisely controlled arbitrarily defined user
prescribed orbits are required between independent tests. The
open-loop controller provided a flexible platform from which sub-
harmonic, synchronous, and superharmonic rotor vibration fre-
quencies were simultaneously controlled with each open-loop
control frequency independently forced to some user prescribed
orbit. The open-loop controller was implemented using common
off-the-shelf IO hardware and a standard PC. The open-loop con-
troller and all IO functions were coded in a C program. An inter-
rupt service routine and an absolute angular encoder were used to
synchronize all IO functions. The utility and effectiveness of the
open-loop controller to force arbitrary user-defined whirl orbits on
a test rotor was quantified by example. The controller perfor-
mance was dictated by the system noise floor and the force slew-
ing limitations of the magnetic actuators.
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Nomenclature

F(t) 5 hydro/aerodynamic force vector
i 5 A21 complex number
J 5 performance function

m 5 number of independent control axis
n 5 number of position signal locations on shaft

@T# j 5 2n32m matrix of system influence coefficients
uj 5 2m31 vector of j th frequency open-loop Fourier

coefficients
@U# 5 matrix of uj vectors~frequency domain!

u(t) 5 time domain control signal
@W# 5 diagonal weighting matrix

v j 5 2n31 vector of j th frequency position Fourier
coefficients

voff
j

5 2n31 vector of thej th frequency command orbit
Fourier coefficients

@V# 5 matrix of v j vectors~frequency domain!
v(t) 5 time domain motion

u 5 angular position of shaft on rotation~rad!
t 5 period of shaft revolution~sec!
v 5 rotor spin frequency
V 5 rotor whirl frequency

V/v 5 whirl ratio
limit 5 SEC threshold value

n–updates5 CC threshold value

Subscript

k 5 adaptation or iteration index
fb 5 feedback signals

Superscript

j 5 frequency index
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The Ubiquitous Personal
Turbine—A Power Vision for the
21st Century
Having a personal computer (PC) and related electronic equipment in the majority of U.S.
homes today is accepted without question. In the same vein, having a personal turbine
(PT) in the home could also be taken for granted in coming decades to assure a constant
and reliable source of electrical power, which is paramount in the e-business era. As
addressed in this paper, gas turbine technology has advanced to the point where a natural
gas-fired PT, rated at about 5 kW could reliably provide the total energy needs of an
average home. The Industrial Revolution of the 18th century, in which a centralized
factory replaced cottage industries, was made possible by introduction of the steam en-
gine. In the 21st century IT Revolution, the situation will have essentially gone the full
circle, with a high percentage of service industry work being done in the home. For
individuals using the internet for conducting business a reliable source of electrical power
is mandatory. Alas, this can no longer be assured by the U.S. power grid which is quickly
reaching its capacity, and increasing outages will become more commonplace. One solu-
tion to this could be the use of PTs in homes in both cities and remote areas. Also it would
be ideally suited to applications in the developing countries, where it could provide the
total energy needs of villages and small communities. In this introductory paper it is
projected that when mass produced in very large quantities like automobile turbocharg-
ers, the PT unit cost would be competitive.@DOI: 10.1115/1.1473826#

1 Introduction
Currently microturbine efforts are being strongly focused on

units in the 30–100 kW range, and these are expected to be pro-
duced in significant quantities within the next two years or so, to
meet the energy needs of many distributed power users. The suc-
cessful introduction of these first-generation microturbines could
pave the way for smaller PTs in the future, with a postulated much
larger market potential.

The aforementioned analogy between the 18th century steam
engine and the 21st century PT is felt to be valid in the same
evolutionary sense, in light of the drastically changing work en-
vironment brought about by the IT era.

A compact, natural gas-fired silent running PT with very low
emissions would operate unattended, and be essentially
maintenance-free. In this introductory paper on the potential of the
PT, no attempt has been made to optimize the small turbogenera-
tor. Design simplicity is of the essence, and this point is stressed
for this futuristic power generation option. The use of existing
materials and proven technology is paramount for the initial intro-
duction of such a new prime mover. The PT package is compact,
and could be installed in about the same space as a domestic dish
washer.

Generator sets have the potential of becoming a standard item
in new homes in coming decades. For installation today, the user
is limited to the utilization of reciprocating engines burning either
gasoline or diesel fuel. The use of fuel cells sounds attractive, but
they are several years away from being economically viable. In
light of this, where does the PT fit in?

The technology to deploy a compact 5 kW PT exists today, and
commercialization could be achieved within four years, it really
being just a matter of resolve. Compared with contemporary gen-

erator sets, the PT offers many advantages including, a smaller
and lighter weight package, multifuel capability, very low emis-
sions, silent running, vibration-free, minimum maintenance, and
moderate to high fuel utilization efficiency dependent upon waste
heat recovery. With such obvious advantages, why are they not in
service today? The answer is, of course, their perceived high cost,
and poor economic payback.

Design simplicity was adhered to in establishing the PT concept
outlined in this paper, but whether the configuration stands the test
of time remains to be seen. It is the authors’ view that analytical
and design engineers do not have the background to establish a
minimum-cost small turbogenerator. They can generate an elegant
preconceptual design, which would then have to be essentially
re-engineered by manufacturing and production specialists to
yield a practical engine with minimum cost for mass production.
With some crystal ball gazing at this stage, a market potential for
many millions of units can be projected, with the most obvious
manufacturing technology base being the automobile industry. As
outlined in the paper, this could include the transfer of know-how
from the high-volume manufacture of automobile turbochargers,
heat exchangers, and electrical and electronic components.

While viewed as an introductory paper on the merits of PT
utilization, it includes what technical studies are necessary to es-
tablish an optimized very small turbogenerator that meets eco-
nomic, performance, and reliability goals. A vision expressed in
the early 1930s of having a car in every garage, and a chicken in
every pot, could without much stretch of the imagination be ex-
tended in the 21st century IT era to include a PT in every
basement!

2 Microturbine Deployment
Following deregulation of the utility industry, a need became

apparent for modern, and much smaller and more efficient turbo-
generators for the distributed generation~DG! market. About a
dozen companies in the USA, Europe, and Japan have microtur-
bine programs in progress. Units in the 30–100 kW power range
are expected to be produced in significant quantities within the
next two years or so. Applications include restaurants, supermar-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-100. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole.
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kets, schools, hospitals, office buildings and apartment houses. In
addition, there may be microturbine variants produced to meet
specific defense needs.

The first generation of recuperated microturbines are based on
the use of existing materials and proven technology, and typically
have an efficiency close to 30%. An excellent example of an op-
erating microturbine embodying state-of-the-art technology is the
Capstone 30 kW compact turbogenerator~@1#! shown on Fig. 1.
Over a thousand of these units are in service for a variety of
power generation applications, and it has been demonstrated for
vehicular use~@2#!.

The many variants of microturbines being developed have ma-
jor features that reflect particular vendors technology bases. One
common aspect is the use of radial flow turbomachinery. Variables
in the selection of the components include the following:~1!
single or two-shaft arrangement,~2! an integrated annular or sepa-
rately installed recuperator,~3! lubricant-free or oil bearings,~4!
annular or single can combustor, and~5! air or liquid-cooled
generator.

Within the microturbine industry common goals include low
emissions, high reliability, low cost, good performance, long-life,
minimum maintenance, and being amenable to high-volume pro-
duction. As will be outlined in following sections, the successful
introduction of these first-generation microturbines could pave the
way for smaller PT’s in the future.

3 Very Small Gas Turbines

3.1 Background. Very small gas turbines for a variety of
applications have been demonstrated, but never manufactured in
large numbers for commercial power generation. The smallest and
perhaps the most fascinating are turbojet engines for model air-
craft ~@3#!, their size being similar to a cylindrical flashlight. In the
propulsion field, engines include jet fuel starters and expendable
turbojets~@4#!, and related technologies for various applications
~@5#!. Also a variety of small generator sets have been deployed
for defense applications over the years~@6#!.

Over the last five decades small aircraft auxiliary power units
~APU’s! have been produced in large quantities. Many of these
machines are complex, having multiple spools and power plus
bleed air capability~@7#!. A major design requirement for these
machines is light weight, and a compact package, hence the reli-
ance on the nonrecuperative approach. These machines have very
high reliability, and utilize sophisticated controls to facilitate inte-
gration with the main propulsion engines and the aircraft environ-
mental system, with the result that by commercial standards their
cost is high.

A very small turbogenerator that was introduced for commer-
cial use was the Nissan micro gas turbine rated at 2.6 kW~@8#!.
The package envelope for this microturbine~shown on Fig. 2! is
similar in size to a picnic ice chest. While never produced in large
quantities, it nevertheless represents a valuable point of reference,
particularly in terms of efficient packaging. Studies have also been
carried out in Japan on a 3-kW mini-cogeneration system, based
on the exhaust-heated cycle, and using turbocharger technology
~@9#!.

3.2 Why the Personal Turbine„PT… Now? Several of the fol-
lowing considerations, when combined, would seem to indicate
that it is now opportune to launch a PT development program.
With increasing economic growth in the U.S., the expansive use
of electronic equipment will outpace the supply of electrical
power. This is particularly acute in California where a new major
power plant hasn’t been built since 1984. A solution to this prob-
lem is DG, where the energy source is located near the user. With
an ever-increasing amount of service-related work being done in
the home, assurance of a constant and reliable source of electrical
power in this location is mandatory.

The dominant factor in the development of all new heat engines
today is low emissions. Until low-cost fuel cells become commer-
cially available in perhaps a decade or so, the ‘‘greenest’’ small
prime mover available is the microturbine. These very small gas
turbines can operate on a variety of fuels with single-digit emis-
sions. The acceptance of microturbines of different types for com-
mercial service in the power range of 30–100 kW will give future
users added confidence regarding the installation and operation of
a PT in their home.

The PT does not require any technology breakthroughs, and
could be introduced using existing materials and gas turbine
know-how, accordingly an extensive and prolonged development
program is not foreseen. The major challenge is to optimize a
5-kW PT for low cost by taking advantage of automated high-
volume manufacturing expertise from the automobile industry.
The potential worldwide market for perhaps millions of units
should be attractive in terms of finding financial backing to make
the PT a reality.

Fig. 1 Capstone 30-kW microturbine „courtesy Capstone Tur-
bine Corp. …

Fig. 2 Micro gas turbine „2.6 kW… „courtesy Nissan Motor Co.
Ltd. …
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3.3 Potential PT Applications. As touched on previously,
the main application of a natural gas-fired 5-kW PT would be to
provide the total energy needs of an average home. This would
include electrical power, space heating, air conditioning, and hot
water. The unit installation would be such that the computer con-
trol system would assure that the user has the lowest cost of elec-
tricity. At times when the cost of electricity from an external
source was lower, the PT would automatically cut out. At other
times, the PT would operate to meet the needs of the user, and
excess power could possibly be fed back into the grid, and thus
become a revenue generator for the owner.

The PT is by no means limited to home users in the industrial-
ized nations. In developing countries, a PT could provide the total
energy needs of a village, small community, or in a newly con-
structed business or factory. Operating perhaps on methane de-
rived from animal residues, the PT could provide the following;
electrical power, low-grade steam, hot water, refrigeration, hot air
bleed for crop drying, desalination, and provide power for irriga-
tion water pumps. The operation and performance of such a facil-
ity could perhaps be remotely monitored from a satellite-based
diagnostic system.

Characteristics of the PT such as silent and vibration-free op-
eration, no visible exhaust smoke, together with a low IR signa-
ture, would seem to make it ideal for a variety of defense appli-
cations. The small size and light-weight PT package, capable of
being handled by one person, could be used for field communica-
tions. Perhaps even smaller PT’s, rated at 1 kW or less could be
backpack mounted for mobile power generation, or for battery
charging. These compact units would operate on the same liquid
fuel used in current army vehicles, helicopters and aircraft, thus
eliminating any battlefield fuel logistic problems.

In addition to the above applications, there are several others
that could utilize a compact and light weight PT, and these include
recreational vehicles, boats, refrigerated trucks and rail cars, and
power for emergency shelters set up quickly in disaster areas.

Studies have been conducted in the past on very small gas
turbines~@10#!, but it was a recent publication exploring the merits
of microturbines in the power range of 5 to 25 kW~@11#! that has
attracted potential user attention. The following sections address
design considerations for a 5-kW PT concept.

4 Personal Turbine Technology

4.1 Thermodynamic CycleÕPerformance. Large gas tur-
bines have the advantage of both economy of performance and
scale. The reverse is true for very small gas turbines. Small en-
gines, like the PT, with a radial flow compressor and turbine have
significantly lower aerodynamic efficiencies. This is a result of
smaller blade heights, Reynolds number effects, tip clearance ef-
fects, manufacturing tolerances, surface finish, and engine-to-
engine variation all of which adversely affect efficiency. Also ge-
ometries associated with radial turbines make blade cooling very
difficult, and thus advances in turbine inlet temperature are solely
dependent on materials technology.

For many, initiating studies of very small gas turbines has in-
volved the direct utilization of automobile turbochargers. While
this would seem to have merit at first sight, the performance
achievable from these simplistic rotating assemblies is not very
attractive for power generation~@12#!. However, as will be dis-
cussed in a following section, the know-how from the manufac-
ture of turbochargers in very large quantities is viewed as a major
technology base for the PT.

For very small simple cycle gas turbines demonstrated to date,
their efficiencies have been modest. While a recuperator may be a
user’s option for larger industrial gas turbines, it is mandatory to
achieve acceptable efficiency for small units, and the majority of
microturbines being developed utilize a recuperated cycle
~@13,14#!. For the even smaller PT, the inclusion of a recuperator
is vital to achieve a thermal efficiency of over 20%.

Based on state-of-the-art component efficiencies, analyses were
undertaken to study the effect of the various parameters on PT
performance. A representative performance array is shown on Fig.
3. The turbine inlet temperature is essentially determined by the
turbine rotor alloy stress rupture and low-cycle fatigue strength,
duty cycle, and rotor cooling systems. Another important factor is
the recuperator hot gas inlet temperature, which is limited by oxi-
dation and creep considerations, together with life requirements
for the selected matrix material. The pressure ratio is dictated by
compressor type and material. The rotational speed is determined
by rotor dynamic and bearing considerations, together with rotor
stress limitations commensurate with the machine life
requirement.

The selected design point parameters are based on conservative
values of the various aerodynamic, thermal, and stress loading
criteria. As can be seen from Fig. 3 the estimated design point
thermal efficiency is 21.5%, and the specific power 80 kW/ kg/
sec. As mentioned previously, the recuperator plays an important
role in contributing to thermal efficiency, and this is illustrated on
a carpet plot~Fig. 4!. The selected value of effectiveness is 0.85.
It is of interest to note that at this value the internal heat transfer
in the recuperator is actually greater than the heat input value of
the fuel. A gain in thermal efficiency of about 1.9 percentage
points would be achieved if this was increased to 0.90 as shown
on Fig. 4, but the recuperator matrix size and cost would increase
by about 60%. The need for a comprehensive trade study involv-
ing the influence of such parameter changes is discussed in a later
section. It is of interest to note that without a recuperator the PT
simple-cycle efficiency would be only about 10%. The major pa-
rameters selected are given on Table 1.

A comment often given about single-shaft simple-cycle gas tur-
bines is that their part-load efficiency is poor. In the case of the
low-pressure ratio single-shaft PT, with variable speed operation
and power conditioning, it is the inclusion of the recuperator that
ameliorates the above criticism. At part-power the recuperator ef-
fectiveness increases significantly with decreasing air flow, until a
very low value is reached~below 10%!, where thermal perfor-

Fig. 3 Performance array for 5-kW personal turbine

Fig. 4 Impact of recuperator effectiveness on thermal effi-
ciency
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mance is degraded by longitudinal conduction in the heat ex-
changer, particularly for matrices of very high surface compact-
ness~@15#!.

The typical part-load characteristics of a representative recuper-
ated microturbine are shown on Fig. 5, for both constant-speed
and variable turbine inlet temperature~TIT!, or variable-speed and
constant recuperator inlet temperature~RIT!. It can be seen that
when operating in the variable-speed mode a reasonable thermal
efficiency is maintained down to about 20% of the rated PT
power. The advantage of variable speed operation must, however,
be traded against transient load capability.

4.2 PT Concept Definition . . . Simplicity is of the Essence!
The analyses and preconceptual design efforts expended on the
5-kW PT have essentially been driven by two major consider-
ations, namely low emissions and low cost. These were manifest
in establishing the ITC 5000 personal turbine concept layout
shown on Fig. 6, which is viewed as being the simplest approach
consistent with meeting major objectives, which include high re-
liability, and being amenable to high-volume production. From the
engine cross section, the major features include the following;~1!
single-stage radial compressor,~2! single-stage radial inflow tur-
bine, ~3! high-speed rotor supported on hydrodynamic air bear-
ings, ~4! direct-drive air-cooled generator,~5! annular combustor,
~6! a compact prime surface recuperator, and~7! can be readily
scaled up or down depending on the actual power rating selected.

To minimize the size of the overall PT installation the concept
shown on Fig. 6 embodies a wrap-around recuperator that is inte-

grated with the turbomachinery. The advantages of this arrange-
ment include the following:~1! good aerodynamic gas flow paths
resulting in low pressure losses,~2! very compact modular pack-
age,~3! lower acoustic signature,~4! built-in rotor burst shield,~5!
the close coupling eliminates the need for external ducts and ther-
mal expansion devices, and~6! minimizes the amount of external
insulation needed. A mockup of the ITC 5000 turbogenerator rated
at 5 kW is shown on Fig. 7.

It is recognized that flexibility exists in terms of overall PT
configuration, and a brief discussion on alternative approaches is
discussed in a later section. At this stage, however, it is germane
to mention that it is the authors’ view that the conservative con-
cept shown on Fig. 6 will yield the lowest cost for a mass-
produced PT. Since details of the major components have been
discussed previously~@11#!, they are only briefly addressed below.

4.2.1 Compressor and Turbine.The basic rotor consists of
back-to-back compressor and turbine impellers and drive shaft.
With a rotational speed of 150,000 rpm the compressor impeller
diameter is 2.79 ~68.5 mm!, and would likely be cast from an

Table 1 Salient features of personal turbine „PT…

Component Feature

Thermodynamic cycle Recuperated Brayton cycle
Fuel type Natural gas or liquid fuels
Fuel flow 3 m3/hr ~NG!, 2.5 ltr/hr ~Liquid!
Nominal rating, kW 5~at 50/60 Hz!
Thermal Efficiency, % 21.5
Potential fuel utilization

efficiency, %
70

Turbomachine type Variable-speed single-shaft rotor
Rotational speed, rpm Approx. 150,000
Compressor Single-stage radial flow
Compressor pressure ratio 3.0
Turbine Single-stage radial inflow
Turbine inlet temperature, °C 900
Combustor Low-emission premix or

catalytic type
Recuperator Compact primary-surface type
Recuperator effectiveness 0.85
Bearing type Air or magnetic bearings
Generator Air-cooled samarium cobalt

Permanent magnet type
Approx. PT package envelope 0.06 m30.60 m30.60 m
Approx. PT package weight, kg 35
Frequency control Power electronics converter
Control system Digital system
Natural gas supply Electric motor driven compressor
Machine start Generator run as motor from

battery supply
Machine operational life, hrs 40,000
Technology status State of the art
Commercialization 2004

Fig. 5 Part-load characteristics

Fig. 6 5-kW personal turbine „PT… design concept

Fig. 7 ITC 5000 PT mockup
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aluminum alloy such as C355. The cast turbine impeller would be
made from a high-temperature alloy such as INCO 713.

The rotor assembly would be completed by electron beam
welding of the impellers and steel shaft. The size of the rotor
assembly would be similar to that in an automobile turbocharger
as shown on Fig. 8~@16#!. The manufacture of the PT rotor in very
large quantities would draw heavily on well established produc-
tion methods from the turbocharger industry.

The overall turbogenerator size~see Figs. 6 and 7! was basi-
cally defined by the recuperator effectiveness, rather than the
choice of engine rotational speed. A conservative speed of
150,000 rpm was selected based upon the cycle optimization
~@11#!.

4.2.2 Bearings. From the standpoints of simplicity, high re-
liability, and zero maintenance, the high-speed rotor would be
supported on lubricant-free bearings. Hydrodynamic air bearings
operate free of contact with the shaft following lift off, and rotor
dynamics are satisfactory. A well-established technology base ex-
ists for air bearings in aircraft rotating machinery, and would be
used in a first-generation PT. As magnetic bearing technology ma-
tures, they may be a future candidate if they offer a lower cost
approach.

4.2.3 Combustor. The issue of whether to use a single can or
an annular combustor has a major impact on the engine configu-
ration. For microturbines with very low fuel flows an advantage of
the former is that it facilitates a single fuel injector. With an an-
nular recuperator it has been found difficult to integrate a single
can combustor with the turbomachinery because of the complex
ducting, and the likelihood of flow maldistribution in the system,
and this point will be discussed later. For the proposed PT concept
an annular combustor was selected, and the choice of whether it
should be of the premix or catalytic type could be made at a later
date after detailed analysis. An initial PT would be natural gas-
fired, but it could be engineered for a variety of liquid fuels. The
major thrust of development for this component would be to iden-
tify the optimum fuel injector arrangement and combustor geom-
etry for minimum emissions, and operational durability.

4.2.4 Recuperator. In a microturbine, the recuperator is not
only one of the largest cost components, but it is also the least
well developed. Existing recuperator types, while they have dem-
onstrated good performance and structural integrity, are labor in-
tensive to fabricate and have high costs. This is partially attributed
to the fact that so far they have been produced in only small
quantities, and were never designed for high-volume production
in the first place.

In support of existing microturbines, and applicable to the PT,
several new recuperator concepts are under development. To
achieve low cost, most of these have prime surface geometries,
have a minimum number of parts, and are amenable to continuous
automated high-volume production methods. While the construc-
tion of the air-to-gas recuperator differs considerably from an air-
to-water heat exchanger, manufacturing technology and know-
how for the recuperator can be gained from the automobile
radiator business where tens of millions of units are made each
year, the completed heat exchanger being made for less than twice
the material cost.

The compact annular prime surface stainless steel recuperator
for the 5 kW PT shown on Fig. 6 has a matrix cartridge density of
about 100 cubic centimeters per thermal kilowatt and weight of
about 6 kilograms, its size being slightly larger than a two pound
coffee can. New annular recuperator concepts include spirally
wrapped variants~@17,18#!, and those embodying stamped and
folded surface geometries~@19#!. An innovative annular prime sur-
face counterflow recuperator, with a stamped and folded geometry
formed from a single spool of thin foil, developed for a very small
gas turbine is shown on Fig. 9~@20#!.

4.2.5 Generator. Improvements in permanent magnet mate-
rials have resulted in lighter and more efficient generators. The
generator produces AC power at a frequency that varies directly in
proportion to engine speed. Consistent with the goal of engine
simplicity ~particularly avoiding the use of liquid coolants and
lubricants! an air cooled generator was selected, with ambient air
being drawn through a finned passage surrounding the generator

Fig. 8 Automobile turbocharger rotor „courtesy Honeywell …

Fig. 9 Small primary-surface annular recuperator „courtesy
Turbulence Tubes …
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casing. The air temperature rise in the generator does result in a
small penalty in compressor power, but this approach was selected
because of its simplicity. In the single-shaft PT, the generator is
run as a motor to start the engine from the battery. The power
conditioning system to provide commercial ac frequency is re-
garded as being state of the art, however, in mass production new
fabrication and packaging approaches would be necessary to es-
tablish a minimum cost unit.

5 PT ConstructionÕCost

5.1 Modular Construction. The bare turbogenerator as-
sembly shown on Fig. 6 is compact with an outer diameter of 24
cm (9.59) and length of 30 cm (129). In establishing the design
concept, efforts were expended to minimize the number of com-
ponents to facilitate automated assembly and thus minimize cost.
A simplistic exploded view of the turbogenerator is given on Fig.
10. Several components not shown on this figure include the con-
trol system, gas compressor, insulation, instrumentation, and other
small accessories. When assembled within a paneled enclosure,
the size of the package would be about 0.60 m30.60 m
30.60 m, with an estimated weight on the order of 35 kg. This
does not include the waste heat recovery unit, which would be a
separate customized module.

5.2 Cost Target. Because of the competitive and propri-
etary nature of the business it is understandable that there is a
paucity of microturbine cost data in the open literature. Thermo-
economic design considerations for a small turbogenerator aimed
at the identification of cost targets have been reported previously
~@21#!. Microturbine costs reported in the open literature range
from $1000/kW for fully equipped units curently being produced
in limited quantities~@22#!, to a projected $400/kW for a 30 kW
microturbine with an annual production of 100,000 units~@23#!.

If one could say that the market potential for the PT is in the
millions of units, a different cost estimating approach is necessary.
A technology base where well established learning curves exist is
the automobile industry, where many complex components are
mass produced for about two times the material cost~@24#!. Ex-
trapolating from current gas turbine manufacturing technology it
has been hypothesized~@12#! that $/kW cost could increase sig-
nificantly below 25 kW. Until a well-detailed PT design has been
established, with strong input from manufacturing and production
engineers, a definitive cost estimate can’t be made, and indeed is
beyond the scope of this introductory paper. Such a detailed cost
estimate would involve the evaluation of each individual compo-
nent in order to determine the lowest method of manufacture, such
as castings, forgings, pressings, extrusions, rolled and welded
structures, etc.

An effort was expended to establish a tentative cost target for
the proposed 5 kW PT. Using available data, one approach was to
identify which of the PT components were analogous to ones
being mass produced in the automobile industry. These include
the following; ~1! the turbo rotor is quite similar to that in an
automobile turbocharger,~2! the recuperator would be fabricated

in an automated facility like car radiators,~3! the generator could
perhaps be viewed as having some similarity with mass produced
automobile generators/alternators, and electric motors,~4! micro-
processors, controls, and instrumentation perhaps similar to those
in automotive diesel engines and generator sets, and~6! the small
gas compressor driven by a 300 watt electric motor has features
similar to many units produced in quantity for process industries.
In addition to the above approach, the cost of some of the simpler
static components were estimated by assuming a representative
markup of the basic material cost. An approximate distribution of
the costs of the major component groupings is shown in pie chart
form on Fig. 11.

Bearing in mind that the proposed 5-kW PT is in only a very
embryonic stage of design definition, and the tentative nature of
the aforementioned cost estimating approach, a target cost of
$1000 ~i.e., $200/kW! was established and details are given on
Table 2. It is recognized that a much more detailed economic
evaluation is necessary to establish a firm cost, but at least a
strawman has been put forward which will likely be the subject of
many comments, and perhaps criticism by specialists. The authors
would welcome the initiation of such a dialogue with others.

6 PT Rating and Deployment
Prior to initiating an extensive engineering study an applica-

tions and market assessment must be undertaken. A major deci-
sion to be made is the actual machine rating. Is the 5-kW PT
discussed in this paper exactly the right size to meet the energy
needs of an average home, and for a variety of applications in the
developing nations? The proposed conservative concept~Fig. 6!
has flexibility in that it is amenable to both scaling and speed
changes depending on the final power rating selection. Recogniz-
ing that a major uncertainty in this introductory study is cost, an
important part of the proposed pre-engineering investigation will
be to establish a cost goal for the PT to be commercially viable.

6.1 Performance Optimization. As discussed in Section 4,
using state-of-the-art technology, a set of basic thermodynamic
parameters was selected that yielded a thermal efficiency of
21.5%. In establishing the PT preconceptual design no attempt

Fig. 10 Major turbogenerator components

Fig. 11 Cost breakdown for 5-kW PT
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was made at this stage to optimize the performance. What needs
to be undertaken are trade-off studies and sensitivity analyses for
the complete system. For example what would be the effect on
emissions and life cycle cost of increasing the turbine inlet tem-
perature by 10 deg, or increasing the recuperator effectiveness by
one percentage point? The results from these investigations would
form the basis for preparing a detailed PT specification.

6.2 Evaluation of Alternative PT Concepts. In the micro-
turbine field ~i.e., 30–100 kW! different turbogenerator configu-
rations and packaging arrangements are being pursued by the vari-
ous vendors. While the authors view the configuration shown on
Fig. 6 as being the most attractive in terms of gas flow path
simplicity, compact size, and potential for low cost, it is recog-
nized that in the 5-kW size different approaches will be evaluated
by others. Two of the major layout considerations relate to the
choice of combustor type~i.e., annular or single can!, and the
degree of recuperator integration. An alternate design concept is
shown on Fig. 12, this embodying a single can combustor and a
rear mounted recuperator. Such an installation has external ducts
with the attendant need for thermal expansion devices such as
bellows. There may be applications where this approach has ad-
vantages and these include the following:~1! hybrid variant in-
volving the coupling of the PT with a solid oxide fuel cell
~SOFC!, ~2! exhaust heated cycle, or~3! concepts with a special-
ized external combustor for burning biomass and low grade dirty
fuels.

6.3 Manufacturing Considerations. The key to selection
of the lowest cost PT will be innovativeness on the part of manu-
facturing engineers. Specialists with expertise in the mass produc-
tion of automobile components and turbochargers will play the
key role in establishing the optimum PT configuration in terms of
low cost. It will then be the task of analysts and designers to
engineer and refine it for high performance and low emissions.
With a preliminary design established, an in-depth failure modes
and effects analysis would be undertaken. The findings from this
would be factored into the final design.

Fig. 12 -Alternate 5-kW personal turbine design concept with rear-mounted recuperator and can
combustor

Table 2 Cost target for mass-produced personal turbine

Module/
Assembly Component Material/Fabrication Cost $

Turbo rotor Cast alum. comp.
impellercast super alloy
turbine impeller

steel shaft

140

Powerhead hydrodynamic air
bearingsComp. inlet
and diffuser

Turbine nozzle assy.
Seals and fasteners

st. st. foils
cast aluminum
cast super alloy
miscellaneous

Thermal
system

Recuperator cartridge

premix combustor
fuel system

st. st. prime surface
geometry

super alloy sheet metal
miscellaneous

275

Electrical Generator
power conditioning

system
Controls,

instrumentation

miscellaneous
miscellaneous
miscellaneous

325

Mechanical backbone structure
ducts and closures

st. st. misc. fabrication
stamped alum. and st. st.

120

Accessories air filter
air inlet silencer
connections
fittings
battery

miscellaneous/
commercially

available

90

Packaging frame and enclosure
insulation
fan/cooling system

miscellaneous 50

Total Target Cost $1000
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There are those who feel that the genesis of the PT is a modern
automobile turbocharger, and we would be remiss not to address
this point. A tentative layout of a 5 kW PTconcept embodying a
representative turbocharger is shown on Fig. 13. Modifications to
the turbocharger to give the required flow characteristics and im-
proved efficiency would include the following:~1! incorporation
of a vaned diffuser in the compressor,~2! modifying the turbine
inlet volute to include a nozzle assembly,~3! increasing the diam-
eter of the turbine impeller to facilitate power to the generator, and
~4! replacement of the oil bearings with a lubricant-free system. It
is likely that other researchers will explore this PT variant.

6.4 Waste Heat Utilization. Microturbines have been dem-
onstrated in a combined power and heat mode of operation~@25#!
and this can be extended to the PT.

With a modest level of turbine inlet temperature, and a high
degree of recuperation, the exhaust temperature from the turbo-
generator is only 250°C, which is considerably lower than in
larger gas turbines. Nevertheless this reject thermal energy has
economic worth, and can be taken advantage of by using a waste
heat recovery module. Even with a clean fuel like natural gas, the
final reject temperature from the heat exchanger should be kept
above the dew point of sulfuric acid to obviate corrosion in the
exhaust system. With a heat exchanger module about 10 kW of
thermal energy can be recovered from the exhaust, this giving a
fuel utilization efficiency of about 70% for the cogeneration ver-
sion of the 5-kW PT.

Details of the waste heat recovery module are not addressed in
this paper, since it would be customized for a particular applica-
tion. For installation in a home it would be engineered to give hot
water, space heating, and air conditioning. For applications in the
developing countries, the module could provide hot water, low
grade steam, refrigeration, hot air supply for crop drying, and be
used for desalination. The heat exchanger industry has been re-
sponsive to the needs of small users, and an example of a compact
heat recovery exchanger developed for small engines in shown on
Fig. 14 ~@26#!.

6.5 Hybrid PT. The next major technology advancement in
the power generation field could well be the coupling of gas tur-
bines with high-temperature fuel cells to give power plants with
essentially zero emissions and very high levels of efficiency. This
includes the coupling of microturbines with SOFCs, and a study
for a 50 kW unit has shown very attractive results~@27#!. The
900°C effluent temperature from a SOFC is perfectly matched to
the turbine inlet temperature of the 5-kW PT. The PT concept
shown on Fig. 12 is well suited for the hybrid variant, since as
shown the external ducts facilitate ease of coupling between the
turbogenerator and the SOFC stack. An initial investigation of a

Fig. 13 Turbocharger-based 5-kW PT design concept

Fig. 14 Compact waste heat recovery exchanger „courtesy
Cain Industries …
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hybrid concept using the 5-kW PT has indicated that the total
power output would increase to about 36 kW, with an overall
efficiency on the order of 56%~@28#!. This encouraging result will
surely foster further work to yield maximum performance and
minimum cost.

7 Summary
Those who had vision many years ago, that someday the ma-

jority of homes in the U.S. would have a PC, were of course
absolutely right. The basis for a similar vision regarding wide-
spread utilization of a PT is the rapidly expanding use of elec-
tronic equipment for the internet, e-business, and all commercial
aspects in the IT era, and in coming decades the growing amount
of service industry work that will be done in the home. In light of
the current shortage of electrical power in some parts of the coun-
try, providing a constant and reliable source of power for home-
based industries will be mandatory.

While installing a PT in many homes could be a big market, it
may well be dwarfed by the power demand in the developing
countries. In vast regions of the world, the inability to rapidly and
cost effectively build a network of transmission lines, means that
DG is the only option. The PT is ideally suited to provide the total
energy needs of small communities and villages, and this will
spawn new industries and contribute to improved living standards.

In addition there may be defense applications for a compact and
light-weight PT. It is also of interest to note that if a 5-kW PT was
coupled with a SOFC, the unit power output would be increased
to 36 kW with an overall efficiency of 56%, and near zero emis-
sions. The worldwide market for PT’s could be in the millions in
coming decades.

The perceived need for a viable PT is really more than just a
vision, so how can it become a reality? All of the technology for
the deployment of a PT exists today, and what must be done is an
engineering effort to establish a concept that will yield low cost
when mass produced. The major design drivers, as emphasized
several times in this paper, are low emissions and low cost, to-
gether with design simplicity to ensure high reliability, and near
zero maintenance.

Clearly, the automobile industry, where tens of millions of units
are made each year, is the most germane technology base for a
low-cost PT. The transfer of manufacturing know-how from the
mass production of turbochargers, heat exchangers, electrical
components and controls is viewed as being essential.

A paradigm shift in terms of cost estimating for a PT is neces-
sary since if it becames a reality it will be the most widely pro-
duced gas turbine ever. At the root of the matter will be what
worth must be added to the basic material cost to mass produce
each component. It is of interest to note that in the automobile
industry many components are produced for about twice the ma-
terial cost

Small emergency and standby generator sets~rated at 5 kW!
can be purchased from home improvement stores for as low as
$500, but in the future their cost could increase substantially if
they are to comply with ever-demanding emission requirements. It
needs to be mentioned that a direct comparison can’t really be
made between these generator sets~that are operated intermit-
tently as standby/backup power units for only a few hours each
year! and the PT which has features and component stress levels
commensurate with a life of several tens of thousand hours.

Automobile reciprocating engines are produced for about
$45/kW ~@29#!, but such a low value is not realizable with a PT
because of the inclusion of high temperature materials, although
in the proposed concept this has been minimized. A cost target of
$1000 for the mass produced ITC 5000 personal turbine has been
proposed. Hopefully this will initiate a dialogue between special-
ists to see if this is can be realized. Important follow-on work will
include an assessment of the O and M costs, and together with
current and future fuel costs, a definitive projection of power gen-
eration cost made.

The use of natural gas as the fuel for the PT has been empha-
sized essentially because it it is available in many homes and
yields low emission levels. However, the PT can be readily
adapted for service in the developing countries, to operate on a
wide range of indigenous fuels.

In making projections for the 21st century the idea of a PT has
fascinated others~@30#!, and an engineering introduction to this
topic has been given in this paper. Microturbines are currently
attracting a lot of publicity in the press, and their successful pen-
etration of the DG market could pave the way for the potentially
much larger PT market. An attractive PT concept has been pro-
posed, but whether it will stand the test of time after an assess-
ment by manufacturing specialists who have expertise in the mass
production of small engineering assemblies, remains to be seen. It
is hoped that this introductory paper will foster and stimulate in-
terest in others who are also fascinated by the unlimited potential
of very small gas turbines.
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Tubular Solid Oxide Fuel Cell/Gas
Turbine Hybrid Cycle Power
Systems: Status
The solid oxide fuel cell (SOFC) is a simple electrochemical device that operates
at 1000°C, and is capable of converting the chemical energy in natural gas fuel to
AC electric power at approximately 45% efficiency (net AC/LHV) when operating in a
system at atmospheric pressure. Since the SOFC exhaust gas has a temperature of ap-
proximately 850°C, the SOFC generator can be synergistically integrated with a gas
turbine (GT) engine generator by supplanting the turbine combustor and pressurizing the
SOFC, thereby enabling the generation of electricity at efficiencies approaching 60% or
more. Conceptual design studies have been performed for SOFC/GT power systems em-
ploying a number of the small recuperated gas turbine engines that are now entering
the marketplace. The first hardware embodiment of a pressurized SOFC/GT power system
has been built for Southern California Edison and is scheduled for factory acceptance
tests beginning in Fall 1999 at the Siemens Westinghouse facilities in Pittsburgh, PA.
The hybrid power cycle, the physical attributes of the hybrid systems, and their perfor-
mance are presented and discussed.@DOI: 10.1115/1.1473148#

Introduction
The pressurized SOFC/GT hybrid cycle power system is de-

picted schematically simplified in Fig. 1.
The SOFC generator is pressurized, operating on recuperatively

heated process air supplied by the compressor. The power system
based upon this cycle achieves increased power output and higher
efficiencies due to the utilization by the gas turbine generator of
thermal energy in the pressurized solid oxide fuel cell~SOFC!
exhaust stream. Power system performance is also enhanced by
SOFC generator operation at elevated pressure. For a given cell
operating current, cell voltage, cell power output, and efficiency
increase logarithmically with pressure. The gas turbine combustor
and the air heater are fired during system startup operations, and
they could be fired during peak power or turndown periods. For
maximum system efficiency during steady-state operation at sys-
tem rating, neither combustor is fired.

Interest in the fuel cell/gas turbine hybrid cycle has increased in
recent years. Discussion in Appleby and Foulkes@1# indicates that
the integration of fuel cells and gas turbines and steam turbines
was considered earlier. However, it was done then mostly in the
context of the large power plant, primarily because the gas turbine
experience base was there. With the advent of small gas turbines
~ratings less than 250 kWe!, and with the maturing of the modular
fuel cell, there is now the promise that the high-performance hy-
brid cycle can be applied in small-capacity power systems, just at
the time when interest in distributed generation is developing rap-
idly. Papers by Rokni@2#, Harvey and Richter@3,4#, and Massardo
and Lubelli @5# provide recent examples of hybrid cycle perfor-
mance analyses. The parametric study of Stephenson and Ritchey
@6# focused specifically on the recuperated SOFC/GT cycle. It
concluded that high cycle efficiencies will be achieved by directly
expanding SOFC exhaust gas at the gas turbine without firing
supplemental fuel at the gas turbine~GT! combustor, highlighting
the synergy of SOFC and gas turbine integration. Veyo and Lun-
dberg@7# predicted the performance of hybrid combined heat and

power ~CHP! and advanced SOFC/GT hybrid cycle concepts. In
the present paper, the projected performance of small-capacity
SOFC/GT hybrid power systems based on specific small gas tur-
bines is reported. In addition, performance estimates for the first
constructed SOFC/GT hybrid power system are provided.

Siemens Westinghouse Program Status
Recently, our focus has been on the operation of a 100 kWe

atmospheric-pressure SOFC-CHP demonstration power system in
the Netherlands, and on the design and fabrication of a 220 kWe
PSOFC/GT hybrid cycle power system. The 100 kWe system,
sponsored by EDB/ELSAM, a consortium of Dutch and Danish
energy generating and distribution companies, is installed on a
utility site near Arnhem, and has logged over 6000 operating
hours. It generates approximately 110 kWe net AC power at 46%
efficiency~net AC/LHV! for the utility grid, and hot water for the
local district heating system. The demonstrated energy efficiency
is nearly 75%. The SOFC generator for this system uses a stack of
1152 tubular cells, each cell having a diameter of 22 mm and an
active length of 1500 mm. The cell stack can be viewed as com-
posed of two 576-cell substacks, each having its own ejector,

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-550. Manuscript received by IGTI, November 1999; final
revision received by ASME Headquarters, February 2000 Associate Editor: D. R.
Ballal.

Fig. 1 PSOFC ÕGT hybrid power system cycle—simplified
schematic
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ducting, and reformer assembly for the recirculation of moisture-
containing depleted fuel and the reformation of incoming fresh
fuel, and a zone above the cells for the combustion of
electrochemically-unreacted fuel. A substack, pictured in Fig. 2, is
the building block for the SOFC generators to be discussed later
in the paper.

The 220 kWe PSOFC/GT hybrid cycle power system, the
world’s first such hybrid, is sponsored by Southern California Edi-
son~SCE!, was designed and built by Siemens Westinghouse, and
is scheduled for installation and operation at the University of
California, Irvine, in early 2000. It is a proof-of-concept system,
and a major objective of the program is to demonstrate the inte-
gration of the SOFC and gas turbine technologies, and hybrid
system operation. The system is based on the cycle depicted in
Fig. 3. The gas turbine, a recuperated, two-shaft machine, was
supplied by Northern Research and Engineering Company
~NREC!, a division of Ingersoll-Rand. The engine is a modified
version of the 75 kW gas turbine that NREC is developing and
commercializing for power generation, mechanical drive, and
CHP applications. Figure 4 provides a pictorial view of the skid-
mounted hybrid cycle power system. Approximate overall dimen-
sions for the system are 7.4 m~1!, 2.8 m ~d!, and 3.9 m~h!. The
SOFC generator consists of a cell stack that is housed in the
vertical cylindrical pressure vessel. The stack in this particular
power system is composed of two 576-cell substacks, and is of the
design used in the 100 kWe atmospheric-pressure SOFC-CHP sys-
tem. No significant modifications were needed to adapt the stack
design for pressurized operation. The gas turbine receives hotFig. 2 Basic building block „576 cell substack …

Fig. 3 220 kWe PSOFC ÕFT power system cycle
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SOFC exhaust at the gas turbine combustor inlet, and it sends
recuperatively heated process air to the SOFC generator inlet. The
hot gas is expanded partially across the gasifier turbine, which
rotates at approximately 70,000 rpm, and drives the compressor.
The expansion of the hot gas is completed across the power tur-
bine, where the derived shaft power turns the generator. A typical

power turbine shaft speed is 44,000 rpm. Initially, the electric
power produced by both the gas turbine and the SOFC generator
will be dissipated.

As indicated in Fig. 3, the SOFC generator is valved to permit
the flow of air around the cell stack. The gas turbine can therefore
be started before the SOFC generator, by firing the gas turbine
combustor, and air can be directed around and through the SOFC
generator in desired proportions. With the gas turbine started, ex-
haust heat recovered at the recuperator is available to aid the
SOFC heat-up process. The air heater is fired during this process,
but the flow of fuel to the heater and to the GT combustor are
turned back to zero as steady-state operation at the peak-efficiency
rating point is achieved.

Power system performance estimates are presented in the Table
1. For these estimates the efficiency is calculated assuming all
power is exported to the AC grid, and reasonable power condi-

Fig. 4 220 kWe PSOFC ÕGT power system

Fig. 5 320 kWe PSOFC ÕGT power system cycle

Table 1 220 kWe PSOFC ÕGT power system performance
estimates
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tioning and turbine generator efficiencies are applied. Additional
information on the SCE program is provided in the paper by
Leeper@8#.

Commercial Product Design Studies
Based upon market study, we have concluded that PSOFC/GT

hybrid cycle power systems will have competitive advantage, due
to their high efficiency and low installed cost, in the distributed
generation market in the 200 kWe to 10 MWe capacity range. To
begin defining potential products in this range, conceptual design
studies have been undertaken to project system configuration and
appearance, and to estimate performance and cost. Aspects of two
studies are discussed. In one, the AlliedSignal Parallon 75 turbo-
generator was specified, and the SOFC generator was sized to
match the turbine. The result is a power system concept that
would be rated at approximately 300 kWe, with an efficiency of
57%. The objective of the second study was to conceptualize a
hybrid power system with rating of at least 1 MWe. Gas turbines
under development by Solar Turbines and NREC could be de-
ployed in the system concept that resulted, and a net AC efficiency
of near 60% is projected. The performance estimates presented
herein for both power systems are precommercial values, which
are expected to be achieved in demonstration systems. Higher
power outputs and efficiencies are projected for the mature-
product SOFC technology, which will be available in 2005 to
2010.

300 kWe-Class Hybrid Power System. The cycle for this
system is depicted in Fig. 5. It is shown in CHP mode, with a
heater for the preparation of hot water for site or district using
heat recovered from the system exhaust. The Allied-Signal turbo-
generator is a single-shaft recuperated gas turbine that powers a
high-speed direct-drive alternator. An important function of the
turbine is to supply a steady flow of air to the SOFC generator.
The ability to modulate the GT electric load to maintain shaft
speed at set point, and the ability of the turbine to operate across
a range of turbine inlet temperatures, enables steady air flow over
a range of flows, an important consideration for SOFC thermal
management.

The SOFC generator was sized to match the turbine flow char-
acteristics, assuming no firing of the gas turbine combustor. The
resulting cell stack, consisting of three 576-cell substacks, is best
arranged in a horizontal monolithic configuration, which in turn is
well suited for installation in a horizontal cylindrical pressure ves-
sel. A system pictorial view is presented in Fig. 6. It is envisioned
that the power system would be factory assembled on a single
truck transporter. The skid would then be jacked into place at the
installation site, or the transporter could be designed with a re-

movable wheel and axle assembly, and the bed containing the
system would simply be left at the site. System performance esti-
mates are provided in Table 2.

MWe-Class Hybrid Power System. The simplified cycle
diagram for a MWe-class PSOFC/GT power system is presented
in Fig. 7. It is similar to that for the 300 kWe system, with the
exception that the MWe-class studies did not consider hot-water
heat recovery. As in the 300 kWe-class system, the gas turbine is
a recuperated single-shaft machine, with the alternator load modu-
lated to control shaft speed and air flow to the SOFC generator.

Fig. 6 320 kWe PSOFC ÕGT power system Fig. 7 1220 kWe PSOFC ÕGT power system cycle

Table 2 300 kWe-class PSOFC ÕGT-CHP system performance
estimates „precommercial …
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The SOFC generator for this system uses ten 576-cell substacks
in a horizontal pressure vessel. The power system is configured as
two factory-assembled skids; the SOFC and gas turbine equip-
ment is installed on one skid, and balance-of-plant hardware is
installed on the second skid. Each skid will be transported to the
installation site in a single truck shipment. At the site, trailer
wheel assemblies are removed, and the transporter skids are low-
ered into place on prepared pads. Other installation activity at the
site will involve, in addition to the site preparation work, the
interconnection of the skids, and the completion of the system/site
interfaces. Performance estimates for the MWe-class power sys-
tem are presented in Table 3. For these particular estimates the gas
turbine was modeled using information on a developmental 300
kWe Solar Turbines engine.

Conclusions

1 Atmospheric pressure tubular SOFC-CHP power systems can
achieve electrical generating efficiencies greater than 45%, and
energy efficiencies near 75%, as demonstrated by the operation of
the EDB/ELSAM 100 kW SOFC power system.

2 Pressurized tubular SOFC/GT hybrid cycle power systems
will exhibit more than ten points in electrical efficiency advantage
over atmospheric pressure systems.

3 A MWe class PSOFC/GT power system conceptual design
projects a precommercial electrical generation efficiency of 59%
for a system that is factory assembled and tested prior to shipment
on two over-the-road transporters/skids.

4 A 300 kWe class PSOFC/GT power system conceptual de-
sign projects a precommercial electrical generation efficiency of
57% for a system that is factory assembled and tested prior to
shipment on one over-the-road transporter skid.

5 The world’s first proof-of-concept test of a PSOFC/GT
power system is scheduled for initiation in CY99.
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Università di Genova,
Via Montallegro 1,

Genova 16145, Italy

A. F. Massardo
TPG-DIMSET,
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A Hybrid System Based on a
Personal Turbine (5 kW) and a
Solid Oxide Fuel Cell Stack: A
Flexible and High Efficiency
Energy Concept for the Distributed
Power Market
In this paper a high efficiency and flexible hybrid system representing a new total energy
concept for the distributed power market is presented. The hybrid system is composed of
a very small size (5 kW) micro gas turbine (named personal turbine—PT) presented in a
companion paper by the authors coupled to a small size solid oxide fuel cell (SOFC)
stack. The power of the whole system is 36 kW depending on the design parameters
assumed for the stack. The design and off-design performance of the hybrid system have
been obtained through the use of an appropriate modular code named ‘‘HS-SOFC’’ de-
veloped at the University of Genoa and described in detail in this paper. The results of the
simulation are presented and discussed with particular regards to: choice of the hybrid
system (HS) design point data, HS design point performance, off-design performance of
PT and SOFC stack, and off-design performance of the whole HS. Some preliminary
economic results are also included based on different fuel and capital cost scenarios and
using the cost of electricity as the parameter for comparison between PT and HS.
@DOI: 10.1115/1.1473825#

Introduction

The increasing use of electronic equipment in the IT has put a
strain on the existing electrical supply system, which if not re-
solved quickly, will mean increasing blackouts. Large centralized
power plants, together with the necessary transmission lines, are
not foreseen in the future because of extended and unacceptable
times in permitting and construction. The growing trend of dis-
tributed generation will ensure that the power source is located
near to the user. This will involve the installation of gas turbines
from multi-megawatt industrial units down to the current range of
microturbines. The internet has resulted in an increasing amount
of work done in the home where a constant and reliable source of
electrical power is mandatory. This trend could result in small
turbogenerators such as the PT being used in the home, and this
would represent the ultimate application in terms of distributed
generation.

Microturbines in the 30–100 kW power range are expected to
be produced in significant quantities within the next two years or
so to meet the energy needs of many distributed power users. The
successful introduction of these first generation microturbines
could pave the way for smaller personal turbines~PT! in the fu-
ture, with a postulated much larger market potential. This topic
was discussed in a recent publication~Rodgers@1#!.

Gas turbine technology has advanced to the point where a natu-
ral gas fired personal turbine, rated at say 5 kW, could provide the
energy needs of an individual home, this including electrical
power, heating, and cooling. The turbine-alternator, about the size

of a domestic dish washer, would operate unattended with no
vibration or noise, have single-digit emissions, and would be es-
sentially maintenance free.

Such a small turbo-generator, using natural gas fuel, is ideally
suited for coupling with a solid oxide fuel cell~SOFC! stack, as
already discussed by the authors~Massardo et al.@2#! for a larger
microturbines~50 kW!, could meet the power needs of business
users, and also provide the total energy needs for villages and
communities in the developing countries.

This natural extension of existing microturbines is addressed in
this paper, and involves the coupling of a very small~PT! state-
of-the-art recuperated gas turbine with a high-temperature SOFC
stack. Such a hybrid plant, with an electrical output of about 36
kW, an overall efficiency of over 56%, a fuel utilization factor of
over 80%, no NOx emission, and very low carbon dioxide (CO2)
emissions—due to the very high fuel conversion efficiency—
could meet the total clean energy needs of many users in both the
individual nations and developing countries.

For the proposed hybrid concept, based on the state of the art
technology, the following topics are discussed: concept definition,
stack and system modeling, PT, SOFC, and HS performance at
design and off design conditions, system and energy costs, and
possible future developments.

Personal Turbine Technology
Large gas turbines have the advantage of both economy of per-

formance and scale~Wilson and Korakianitis@3#!. The reverse is
true for very small gas turbines. Small engines, like the personal
turbine~PT! discussed here, with a radial compressor and turbine
have significantly lower aerodynamic efficiencies. This is a result
of smaller blade heights, Reynolds number effects, tip clearance
effects, manufacturing tolerances, and surface finish, all of which
adversely affect efficiency. In addition, the geometries associated
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with a radial turbine make blade cooling very difficult, and thus
advances in turbine inlet temperature are solely dependent on ma-
terial technology.

For very small simple cycle gas turbines demonstrated to
date, their efficiencies have been modest. While a recuperator
may be a user option for larger industrial gas turbines, it is man-
datory to achieve acceptable efficiency for small size units, and
the majority of microturbines being developed utilize a recuper-
ated cycle. For the even smaller PT, the inclusion of a recuperator
is vital to achieve a thermal efficiency of over 20%. Moreover,
some technological constraints are present in this microturbine
development:

• turbine inlet temperature: determined by the rotor alloy stress
rupture and low cycle fatigue strength, duty cycle;

• recuperator hot side gas inlet temperature: limited by the oxi-
dation and creep considerations, together with life require-
ments for the selected matrix material;

• pressure ratio: dictated by compressor type and material;
• rotational speed: determined by rotor dynamic and bearing

considerations, together with rotor stress limitations commen-
surate with the machine life requirement.

A complete description of the PT technology is reported by the
authors~Mc Donald and Rodgers@4#!. Figure 1~a! @1# shows the
ITC5000 personal turbine concept layout which is varied as being
the simplest approach consistent with meeting major objectives,
which include high reliability, and being amenable to high volume
predictions. Figure 1~b! shows the modification necessary to use
the personal turbine as part of a hybrid system~PT plus SOFC
reactor!.

Solid Oxide Fuel Cells„SOFC… Technology
Solid oxide fuel cells~SOFC! are electrochemical reactors cur-

rently under development for applications in the field of energy
conversion~Hirschenhofer et al.@5# and Wolk @6#!. The type of
electrolyte which is usually employed~YSZ, yttria stabilized zir-
conia! requires a high operating temperature~about 1000°C!
which imposes severe technological constraints on the materials
or alternative multilayer deposition techniques which are expected
to permit operation at temperatures of 700–800°C. Other inten-
sive research efforts are being made in the field of electrode im-

provement, with particular attention to new electroactive materials
and to optimization of the structure and morphology of composite
electrodes.

Even if SOFCs have not yet reached a level where they can
compete with conventional energy conversion techniques, a num-
ber of demonstration programs are currently in progress, including
some hybrid plants based on SOFCs coupled with small gas tur-
bines~Veyo et al.@7#, George@8#, and Bruch@9#!.

Configuration and Model of the Personal Turbine–Solid
Oxide Fuel Cell „PT-SOFC… Hybrid System „HS…

Solid oxide fuel cells~SOFCs! integrated with gas turbines of
small size~less than 1 MW! are attracting wide interest as these
systems are able to solve simultaneously some key problems of
small gas turbines~low-efficiency and NOx emissions due to the
combustor! and of SOFCs~high cost, predicted around $/kW
1000–1500! ~Massardo and Magistri@10#!. In the HS configura-
tion the pressurized SOFC module substitutes the combustor of
the regenerated PT, and the clean effluent at a temperature of
about 900°C, which matches well the requirements on the inlet
temperature of the very small microturbines, enters the expander
to generate both electrical and mechanical power for the compres-
sor. The value of the compressor discharge pressure of about 0.4
MPa facilitates increased power output and higher efficiency from
a given SOFC frame size.

Figure 2 shows a flow schematic of the hybrid PT/SOFC power
plant. The complete microturbine package is regarded as a stand-
alone unit that can be operated independent of the fuel cell. How-
ever, plumbing and control modifications must be incorporated for
the overall plant to operate in a hybrid mode. The flow schematic
shown on Fig. 2 represents the system in a simple form, and it is
recognized that more detailed analysis may necessitate changes
that will make it more complex. A startup air heater is shown at
the cell inlet. In its simplest form this could be an electric unit.
Additions to the system for hybrid operation include a natural gas
desulfurizer, and a purge gas unit. New sections of ducting, to-
gether with various valves requires alterations to the microturbine
external plumbing~see Fig. 1~b!!, and replacement of the natural
gas compressor. The plant control system must also be updated.

Personal Turbine „PT… Model. The simplified layout of the
recuperated micro gas turbine named PT~5 kW! is shown in Fig.
3. The PT consists of the following components: centrifugal com-

Fig. 1 Personal turbine: „a… microturbine configuration, „b… hybrid system configuration
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pressor, inflow expander, combustion chamber, recuperator, elec-
trical generator, and natural gas compressor. The simulation pro-
gram, named ‘‘MGT’’ is composed of several modules
representing actual PT components and interconnected one to
each other~Magistri @11#!. The simulation of the compressor mod-
ule is based on its maps~efficiency and pressure ratio versus non-
dimensional flow rate! and the condition that the compressor surge
margin is checked at each calculation. The input data of the com-
pressor module are air inlet pressure and temperature, rotational
speed, and a first attempt for pressure ratio. The actual pressure
ratio value of the PT is determined using a matching technique
between the compressor and the downstream components. In the
combustion chamber the complete combustion reaction hypothesis
is utilized, using as input the outlet compressor data and the fuel
mass flow rate. The combustion chamber pressure losses~corre-
lated to the combustion process and to the friction! are evaluated.
The simulation of the expander is based on the turbine nondimen-
sional maps, and utilizes as inputs the data at the combustion

chamber outlet and the regenerator downstream pressure losses.
The mass flow rate and compressor-turbine work compatibility are
checked to verify the correct matching of PT components; if the
matching is not verified another suitable pressure ratio value is
considered until convergence is reached. The recuperator module
allows the evaluation of temperature distribution at design and off
design operating conditions to be obtained both at the cold and hot
side. At part load, keeping the heat transfer surface fixed, an ap-
propriate correlation~Magistri @11#! is used to evaluate the heat
transfer coefficient based on the value of the Reynolds number.
The pressure losses at partial load are evaluated as a function of
the density and mass flow rate. Finally, simplified models have
been included in the code for the natural gas compressor~neces-
sary to increase the fuel pressure up to the combustion chamber
pressure! and the electrical generator. The overall model has been
positively tested with medium and large-size gas turbine data
available in the open literature~Pilidis @12# and Campanari@13#!.

Figure 3 shows the design point data of the PT as already dis-
cussed~McDonald and Rodgers@4#!. It is noteworthy observing
that the PT efficiency is about 22% for 5.2 kW electrical power,
with compressor efficiency of 75.3%, the expander efficiency of
83.8%, and the recuperator effectiveness of 85%. The fuel
compressor power is 0.3 kW due to the very low efficiency of
this auxiliary device already discussed by the authors~Massardo
et al. @2#!.

SOFC Group Model. The layout of the SOFC group, which
includes both the reformer and the SOFC stack, is shown in Fig. 4
~Costamagna et al.@14#!. The reformer is a typical catalytic reac-
tor, where the reforming and shift reactions take place. The sen-
sible heat of the reactants provides the energy necessary for the
reforming reaction to occur. The reactants are methane and water,
which are supplied to the reformer through the fuel and through
the recycle of the water-rich anodic-exhaust of the SOFC. In this
study, the recycle flow rate is chosen in order to meet the condi-

Fig. 2 Flow schematic of hybrid microturbine Õfuel-cell power
plant „Massardo et al. †2‡…

Fig. 3 Personal turbine simplified layout

Fig. 4 Simplified tubular solid oxide fuel cell „M: mixing, R:
sensible heat reforming, FC: fuel cell, C: combustion, P: air
preheater …
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tion that the steam-to-carbon ratio is about 2.4. This steam-to-
carbon ratio value ensures that the problem of carbon deposition is
avoided in the SOFC group at all the operating conditions~off-
design!. The other components of the SOFC group are the mixer
and the SOFC stack. The mixer is an ejector, where the fuel and
the recycle flow rate mix prior to entering the reformer. The SOFC
group is represented in the cited Fig. 4 as a bundle of tubular cells;
however, no specific details of the tubular geometry have been
taken into consideration in the present simulation. In the outlet
part of the SOFC stack, after the recycle flow rate is discharged
from the anodic side, the SOFC exhausts mix and burn, so that
their temperature raises to the level required by the downstream
PT group.

In this study the SOFC simulation is carried out with the code
‘‘SOFC-STACK’’ a submodule of the overall plant model~HS-
hybrid system code!, which requires many iterations before reach-
ing convergence; in light of this, reliability and high calculation
speed have been considered the most important requirements for
the SOFC code. However, due to the high number of operating
variables~temperature, current density, reactant utilization, pres-
sure, etc.!, a complete experimental database of SOFC perfor-
mance under the different operating conditions is difficult to ob-
tain, and no complete~geometry and performance! data are
available in the open literature yet. Moreover, SOFC reactors are
still under development and most of the data are ‘‘proprietary
data.’’ A ‘‘state-of-the-art’’ fuel cell performance cannot be easily
defined, and thus it would be very useful to have a flexible simu-
lation tool, which could be adapted in an easy way to different
cells geometry and operating conditions. This is only possible
with a model based on the overall mass and energy balances
coupled with appropriate expressions for the reaction kinetics,
thermodynamic constants, and material properties. Thus, such a
model has been developed in order to evaluate the behavior of the
SOFC group, including mixer, reformer, and SOFC stack~Costa-
magna et al.@14#!. The balance equations have been solved be-
tween the inlet and outlet of each component of the group, allow-
ing the evaluation of the average values of the physical-chemical
variables~i.e., temperatures, concentrations, etc.! in each compo-
nent, and the electrochemical performance of the group itself. In
this way, some details of the distribution of the physical-chemical
variables within the electrochemical SOFC reactor are not evalu-
ated, as was done in previous studies at the University of Genoa
~Costamagna et al.@15#, Costamagna and Honegger@16#, and
Costamagna et al.@17#!. This small loss of accuracy is fully ac-
ceptable in the framework of the overall plant evaluation, and, on
the other hand, it allows a significant reduction of the computa-
tional time. Moreover, it is worthy to note that increasing the cell
model complexity the data necessary for the calculation increases
too, and they are very difficult to be obtained by companies or
laboratories working in the SOFC field.

In the SOFC stack, the calculation of the electrical current-
voltage relationship is done through the evaluation of the thermo-
dynamic voltage, which is the voltage of the stack under open
circuit conditions. When electrical current is drawn from the
stack, voltage losses due to irreversibility arise, which can be
classified as:~i! ohmic losses;~ii ! activation losses, due to slug-
gish electrode kinetics;~iii ! concentration losses, occurring when
the diffusion of the reactants through the electrodes is slower than
the electrochemical reaction. However, at the high operating tem-
perature of SOFCs, diffusion is a very effective process, and thus
the latter effect is usually negligible, unless under conditions of
very high fuel or oxidant utilization, which are not taken under
consideration here. Thus, concentration losses have been ne-
glected in this work.

The current-voltage behavior of the stack is evaluated by sub-
tracting the overall voltage losses from the thermodynamic poten-
tial for each value of the electrical current.

More details on the model are reported in Costamagna et al.
@14#, where all the parameters and constants used in the analysis

are fully presented and discussed. The design point and off-design
performance of a SOFC group alone, both for fixed or variable
SOFC temperatures are presented and discussed in depth in the
cited reference.

Hybrid System Model
Figure 5 shows a very simplified layout of the hybrid system,

which has been obtained by substituting the SOFC group to the
combustor of the PT plant previously reported in Fig. 3. However,
in the actual plant the combustion chamber is always present~see
Fig. 2! to allow the start up of the system, and transients manage-
ment ~Massardo et al.@2#!. The HS plant design point is the op-
erating condition where the turbine flow rate, rotational speed,
pressure, and turbine inlet temperature are compatible with the
limitations of this technology and the size of the turbine under
consideration. When the PT is already defined~as in this case!, the
SOFC group is designed to be fed with the same air flow rate,
operated at the PT pressure, and have an exhaust temperature
equal to the turbine inlet pressure~TIT! of the PT.

The plant design and the size of all the components have been
chosen both on the basis of data from the open literature on
combined SOFC/MGT plants and taking into account the PT size
of 5 kW. The design point data for the SOFC stack have been
evaluated on the basis of the SOFC alone system performance
~SOFC-STACK code!, and taking into account that the size of the
cell together with its efficiency are the most important decision
parameters. The overall active area of the cell has been fixed at 15
m2, which leads to a SOFC power of about 31 kW at the design
point, using a fuel utilization factor of 0.85, and a current density
of 3850 A/m2.

The simulation model of the hybrid system has been obtained
using a combination of the previously PT and SOFC models,
generating the code named ‘‘HS’’ as described by Costamagna
et al. @14#.

Even if the best operating condition for the combined plant is
slightly different from the design point chosen on the basis of the
previous procedure, the main goal of this work is the study of the

Fig. 5 Simplified layout of the hybrid plant „personal turbine
and solid oxide fuel cell …, and design point data
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behavior of the HS under off-design conditions, which would only
be marginally affected by the choice of the design point.

Hybrid System Performance
The HS has been investigated both at design and off-design

conditions. At off-design operation it has been investigated using
both a PT fixed or variable speed control system.

Design Point Analysis. The already cited Figs. 3 and 5 show
the data for the PT and for the HS at the design point condition. At
full load the cell efficiency is about 48%~the cell temperature is
965°C, the air utilization factor is 0.3114!, which is heavily af-
fected by the low efficiency of the electronic system~due to its
size, just over 30 kW!. The corresponding HS design point effi-
ciency is 56.3% with a turbine inlet temperature of about 900°C
~this value matches the value required by the PT expander!. The
power of the fuel compressor has been considered to be part of the
PT power, so that the PT power now is more reduced than the PT
alone system~the fuel compressor power is obviously different for
PT and HS solutions taking into account the large increase of the
fuel mass flow rate passing from PT to HS conditions:ṁf PT
50.0005 kg/s,ṁf HS50.00128 kg/s!.

It is worthy to note that the HS efficiency at design point is very
high mainly taking into account its size~36 kW!, and it is in the
same range as large size combined plants~.100 MW!. Moreover,
if the design data of the cell are modified it is possible to obtain an
increase of the HS efficiency, but with a simultaneous increase of
the SOFC active area and size~i.e., SOFC cost!.

Another interesting data is the ratio between PT and SOFC
power at design point. In this case the ratio is about 16%. This
value is lower than previously investigated systems rated at higher
power~200–500 kW! as discussed by the authors~Massardo et al.
@2#, Costamagna et al.@14,17# ! due to the high impact of the fuel
compressor power on small size HS, and to the reduction of the
gas turbine performance correlated to the size of the turbomachin-
ery, while the cell performances are less influenced by the size of
the system.

Off-Design Analysis. As already stated the off-design results
are presented in two parts: one using a fixed PT speed control
system, and the second using a variable speed control system
~variable frequency control!.

(a) Fixed PT Speed Control.When a variable speed control
system is not available, the only possible way to vary the power
supplied by the plant~part load operation! in a system including a
PT is to vary the overall fuel flow rate to be fed to the plant. Some
simulations have been made, where the fuel flow rate has been
changed by keeping the SOFC fuel utilization factor constant at
0.85 ~and thus different fuel flow rates correspond to proportion-
ally different electrical currents supplied by the SOFC stack!. On
the other hand, the air flow rate is an independent parameters,
which is evaluated on the basis of matching of PT expander, the
PT compressor, and the SOFC stack, thus the oxygen utilization is
not constant throughout the simulations.

Figure 6 shows the efficiency of the hybrid system at part load
conditions in the range from about 55% to full load. The SOFC
group efficiency is also shown in the figure. We would like to
point out that a direct comparison between the SOFC and HS
efficiencies is not possible, since they are evaluated with slightly
different procedures. In fact, the efficiency of the plant is calcu-
lated as the ratio between the net power produced and the LHV of
the fuel, while the efficiency of the stack is the ratio between the
power supplied by the stack alone and the LHV of the fuel sup-
plied to the plant. Thus, the power consumption of the air and fuel
compressors and the mechanical losses are not taken into account
in the efficiency of the fuel cell group, while they are considered
in evaluating the efficiency of the whole plant. To give an idea of
the relative importance of all the contributions, at design point the
fuel cell and the PT expander supply 31 and 17.3 kW, respec-

tively, the air compressor consumes 9.7 kW, and the methane
compressor, mechanical, electrical losses account for 2.6 kW.
Thus, as the compressors serve the SOFC group as well as the PT
expander, it would be realistic to subtract part of their power
consumption from the power supplied by the SOFC group in
evaluating the SOFC efficiency. In other words, the increase of
efficiency due to the presence of the microturbine is not simply
the difference between the overall plant and the SOFC group ef-
ficiencies~which would erroneously be calculated from Fig. 6 as
about 9–10%!. This aspect has been addressed also by Massardo
and Lubelli @19#.

The part load behavior of the SOFC group and the HS are very
interesting, in fact with a reduction of 45% of the generated elec-
trical power~from 100% to 55%! the cell efficiency reduction is
about seven points, while the HS is about ten points. However, the
HS efficiency is always higher than 45%~a very high value taking
into account the size of the system—35 kW!. Moreover, it is
interesting to observe the reduction of the turbine inlet tempera-
ture value from the full to the part load conditions~from 898°C
to 754°C!, while the cell temperature reduces from 967°C to
828°C. This last value has been considered as the minimum tem-
perature which allows good operation of the pre-reformer and of
the stack. More details of this aspect are discussed by Costamagna
et al. @14#.

(b) Variable PT Speed Control.The typical operation mode
of large-size gas turbine plants does not usually involve the pos-
sibility of changing the rotational speed of the turbine. The reason
for this is that typical plants do not include an inverter, and thus
the rotational speed of the turbine is chosen on the basis of the
alternate frequency required by the end user/electrical network.
On the contrary, an HS requires an inverter which converts the
electrical current produced by both the fuel cell and the alternator,
the latter one being rectified previously, to direct current. Thus,
this configuration allows the operation of the turbine at variable
rotational speed~variable frequency!.

When the PT variable speed control is considered for the 36 kW
hybrid system, the part-load operating zone can be increased with-
out the need of air cell bypass~Fig. 7!. Using this variable-speed
solution the HS efficiency is always very high for a wide range of
power values as shown in the cited figure. It is possible in fact to
consider that the PT speed control could be used to maintain the
maximum efficiency of the whole plant working where the HS
efficiency values is higher than 54–55%, and where the cell
works at conditions close to the design point data. If the power
must be reduced more than 50% of the full load, the speed control
system could be extended to very low speed. At the available
minimum speed considered here the performance of the HS are
similar to those shown at the full load speed~Fig. 6!.

It is worthy to observe that taking into account the size of the
system~36 kW! the efficiency is very high not only at the design

Fig. 6 Design and part-load performance of a hybrid system
based on a solid oxide fuel cell reactor and a personal turbine
„personal turbine-fixed speed control system …
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point but also at part-load conditions, where the system is ex-
pected to work in a distributed power market~the system could be
often used at part load taking into account the load variation of the
cost of the electricity from the grid, etc., with the time!.

In order to investigate the performance of the different parts of
the plant at part-load conditions in further detail, attention has
been restricted to the SOFC group itself. The results are reported
in Fig. 8 and show that at each fixed value of the turbine rotational
speed the behavior of the SOFC group is very similar to that
previously reported in Fig. 7 for the overall plant. The interesting
feature reported in this figure is that the fuel cell efficiency in-
creases by decreasing the turbine rotational speed, while the op-
posite is true for the overall plant. It is possible to give an expla-
nation for this effect by considering the broken curve of Fig. 8,
along which the efficiency increases by reducing the power. It can
be noticed that along each broken line both the temperature and
the oxygen utilization of the fuel cell remain fairly constant; this
is due to the fact, when the SOFC module is integrated into the
plant, there is an interesting effect of the recuperator module when
the variable speed is utilized. In fact, in this case the load changes
involve a reduction of the air flow rate correlated to the speed
reduction, while for fixed speed control the load reduction is only
due to the fuel mass flow rate variation~corresponding to a small
air flow rate reduction~Costamagna et al.@14#!!. Therefore, under
variable speed control conditions, at part load the recuperator ef-
fectiveness increases significantly with decreasing air flow, until a
very low value is reached~below 10%!, where thermal perfor-
mance is degraded by longitudinal conduction in the heat ex-
changer, particularly for matrices of very high compactness~Mc-
Donald @20#!. This behavior of the recuperator effectiveness
allows the air temperature at the inlet of the stack~recuperator
outlet! to increase at part load, and therefore the SOFC tempera-
ture remains fairly constant along the broken lines of Fig. 8. Since

both temperature and oxygen utilization factor remain constant
along those curves, this explains the reason why they show an
increase of fuel cell efficiency by decreasing the power.

The fact that in spite of the increased performance of the SOFC
group under part load conditions, the overall plant shows a de-
creased performance under the same conditions is due to the fact
that the efficiency of the fuel cell group alone does not take the
power required by the compressor and the off design of the elec-
trical part of the plant into account, as already mentioned. These
effects, and also the effects related to the off-design of the PT
group, the alternator, and the mechanical parts, explain the differ-
ence between SOFC and HS off-design performance.

Waste Heat Utilization
In the hybrid system the temperature of the gas leaving the

recuperator is about 245°C~see Fig. 3!. A waste heat module can
be included to utilize this thermal energy after the power cycle.
Depending on the end user, this could include the generation of
low-grade steam, hot-water supply, chiller, hot-air supply for dry-
ing, and desalination.

Since the natural gas has been desulfurized before entering the
fuel cell, there is no concern about sulfuric acid formation and
corrosion in the exhaust system~as for combustion turbine!, and
the final discharge temperature can be reduced to a low value. If
the discharge temperature to the atmosphere is 50°C, the available
thermal energy in the exhaust would be about 15 kW. The overall
fuel utilization efficiency of the hybrid plant is about 80%.

Downstream of the heat recovery module a flue gas condenser
would be utilized. This would facilitate water recovery from the
exhaust gas prior to discharge to the environment~Korakianitis
et al.@21#!. In some applications, this recovered water could have
economic worth, particularly in arid regions.

Preliminary Evaluation of Energy Costs
There is a paucity of definitive cost data in the open literature

for both microturbines and fuel cells. The range expected of the
former is $200–500/kW, and $500–2000/kW for the latter. In
light of this, establishing realistic capital and power generating
costs for the hybrid plant is very difficult. Further, really mean-
ingful costs for commercial units must come from industry, and
even these are premature today since development programs are
still in progress for both microturbines and SOFCs.

However, a preliminary economic investigation is carried out in
this work just to compare the economic performance of PT and
HS based on different capital and fuel cost scenarios. As a param-
eter for the comparison the cost of electricity is considered, taking
into account the difficulty to evaluate the cost of the heat, and the
fact that both the systems produce useful heat for cogeneration
applications.

For microturbines, several capital cost data have been published
in the open literature, however, they are very difficult to be used
with confidence for an economic investigation of PT; for SOFC
stacks this aspect is more difficult taking into account the paucity
of data. The authors~Massardo and Magistri@10#! presented a
thermoeconomic analysis of large-size SOFC-GT combined
cycles but the thermoeconomic analysis cannot be used in this
work since cost or costing equations necessary for thermoeco-
nomic analysis~Massardo et al.@18# and Agazzani and Massardo
@22#! do not exist for PT at the moment.

To carry out the economic comparison between the PT and HS
two different scenarios have been considered for fuel and capital
costs. PT capital cost is assumed to be in the range 200–500
$/kW, while the SOFC cost in the range 500–1000 $/kW. The
low-level scenario is optimistic, particularly for SOFC, but it can
be considered as the lower bound of future SOFC and hybrid
system costs. Taking into account the size of the PT and SOFC
stack of the HS investigated here the capital cost of the HS is for
the two scenarios about $17,000 and $33,000, respectively. While
the PT cost is $1250 and $2500, respectively. Two fuel costs have

Fig. 7 Hybrid plant inefficiencies versus nondimensional
power „personal turbine variable speed control system …

Fig. 8 Fuel cell efficiency versus nondimensional power in the
hybrid system configuration „personal turbine speed control
system …
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been considered~this aspect is very difficult to be fixed taking into
account the different costs in U.S., Japan, and Europe and also the
distributed power applications! 12 c$/Nm3 and 25 c$/Nm3, re-
spectively. The life of the plant has been considered ten years,
while the discount rate has been fixed at 0.08. Moreover, to take
into account that during the year the PT and HS plants do not
work always at full load, we use a simplified solution considering
a full load operation for 70% of the time~6180 hours over 8760!,
as discussed by Dodero@23# for molten carbonate fuel cell–
microgas turbine hybrid systems.

With the previous assumptions the annualized capital costs
have been evaluated, and the following results for the electricity
costs have been obtained.

• Scenario 1—High capital and fuel costs~PT 500 $/kW;
SOFC 1000 $/kW; fuel 25 c$/Nm3!. The cost of the electricity is
about 13 c$/kWh for PT, a high value compared to the actual cost
of the electricity from the grid~even if in Europe the cost of
electricity for civil applications—houses—is sometimes higher!.
For HS the electricity cost is 6.15 c$/kWh. The electricity cost
ratio between HS and PT is 0.47.

• Scenario 2—High capital and low fuel costs~PT 500 $/kW;
SOFC 1000 $/kW; fuel 12 c$/Nm3!. In this case the cost of the
electricity is about 12.57 c$/kWh for PT system, and 5.30 c$/kWh
for the HS solution. The electricity cost ratio is 0.42.

• Scenario 3—Low capital and high fuel costs~PT 200 $/kW;
SOFC 500 $/kW; fuel 25 c$/Nm3!. The influence of the capital
cost is more evident in this case where the PT electricity cost is
about 7.35 c$/kWh, while the HS cost is about 3.91 c$/kWh. The
electricity cost ratio is 0.53.

• Scenario 4—Low capital and fuel costs~PT 200 $/kW; SOFC
500 $/kW; fuel 12 c$/Nm3!. In this case the simultaneous effect of
low fuel and capital cost effect is evident: PT electricity cost is
6.90 c$/kWh, while HS cost is 3.07 c$/kWh. The electricity cost
ratio is 0.44.

The reduction of the electricity cost when only the capital costs
reduce~scenario 2 versus scenario 4! is 55% for PT and 58% for
HS, respectively. The influence of fuel cost is less evident if sce-
narios 3 and 4 are considered. In this case the reduction ratio is
94% for PT and 78.5% for HS. This confirms the importance of
capital cost reduction and the influence of the microturbine to
stack power ratio as discussed by Massardo and Magistri@10#.

The low electricity cost of the HS solution is evident in all the
cases investigated here; however, it is important to remember that
the size of the two plants are different~5 and 36 kW!. A more
correct comparison should be carried out between the HS and a
MGT rated at about 35 kW. In fact in this case the conversion
efficiency of the MGT is higher than PT~about 28–29% against
21–22%! and the annual fuel cost is greatly reduced. It is worth-
while to note that the PT energy costs are very interesting when
the size of the power plant is carefully taken into account.

Conclusions
In this paper a small size hybrid system~HS!—an interesting

high efficiency and no pollution solution for the distributed energy
market—based on the coupling of a recuperated very small size
micro gas turbine, named personal turbine~PT!, with a high-
temperature solid oxide fuel cell~SOFC! stack have been pre-
sented and discussed.

The PT, the SOFC reactor, and the HS design and off-design
models have been presented and discussed in depth.

The coupling of the PT~5 kW! with a SOFC reactor~31 kW!
has shown a potential for an efficiency of over 56% at design
point.

The HS off-design performance, analyzed here for two different
PT rotational speed control systems:~i! fixed and~ii ! variable, are
very interesting. When a fixed PT rotational speed control system
is utilized the performance are always high, taking into account
the plant size, and only limited by the minimum TIT and SOFC

temperature values~based on the constraints assumed here!. With
a variable PT rotational speed control it is possible to obtain very
high efficiency also at very low part load conditions. The effi-
ciency is always higher than 50%, also at less than 50% of the
design point power.

Some interesting considerations on the SOFC off-design perfor-
mance have been presented and discussed observing and analyz-
ing the increase of efficiency of the stack at part load conditions
where the cell performance in the HS configuration is mainly
dominated by the fuel and air flow rate, i.e., the air utilization
coefficient~since the fuel utilization coefficient is considered con-
stant!. It is important to note that at part load the air mass flow
rate is dependent on the matching between the compressor and the
expander, obviously taking into account the behavior of the regen-
erator effectiveness and stack and regenerator pressure losses at
part load conditions.

The results of a preliminary economic analysis, based on four
different capital-fuel cost scenarios, have shown the better perfor-
mance of the HS versus PT due mainly to the very high efficiency
of HS compared to PT value~56% versus 22%!. The influence of
the capital cost has also been pointed out, while for very low
SOFC capital cost the cost of electricity is particularly reduced
taking also into account the size of the plant~36 kW!. This aspect
needs more work and more information from the companies in-
volved in the HS development.

Moreover, it is very interesting to remember that due to its very
high efficiency the HS shows very low CO2 emissions~no NOx
emissions! and using an appropriate taxation for this pollutant,
Carbon Tax or Carbon Exergy Tax as suggested by the authors
@24#, the superiority of HS versus traditional power systems in the
small size range~less than 1 MW! will be more evident.
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Efficiency Upgrading of an
Ambient Pressure Molten
Carbonate Fuel Cell Plant
Through the Introduction of an
Indirect Heated Gas Turbine
The efficient end environmentally friendly production of electricity is undoubtedly one of
the 21st century priorities. Since renewable sources will be able to guarantee only a share
of the future demand, the present research activity must focus on innovative energy de-
vices and improved conversion systems and cycles. Great expectations are reserved to fuel
cell systems. The direct conversion from chemical to electrical energy eliminates environ-
mental problems connected with combustion and bypass the stringent efficiency limit due
to Carnot’s principle. Still in infancy, high-temperature fuel cells present the further
advantage of feasible cycle integration with steam or gas turbines. In this paper, a molten
carbonate fuel cell plant is simulated in a cycle for power generation. The introduction of
an external combustion gas turbine is evaluated with the aim of efficiency and net power
output increase. The results show that the proposed cycle can be conveniently used as a
source of power generation. As compared to internal combustion gas turbine hybrid
cycles found in the literature the plant is characterized by fuel cell greater simplicity, due
to the absence of pressurization, and gas turbine increased complexity, due to the pres-
ence of the heat exchange system.@DOI: 10.1115/1.1492839#

Introduction
Fuel cell technology is considered an important element in

meeting future distributed electricity generation market needs. Ro-
bust progress has been made in the last decade and phosphoric
acid fuel cells have entered the marketplace with several units
with more than 40,000 hours of operation. Polymer electric fuel
cells ~PEM!, solid oxide fuel cells~SOFC!, and molten carbonate
fuel cells ~MCFC! are now being tested at a commercial size in
pilot power plants in Europe and the USA~@1,2#!. MCFC full-
scale power plants tests are needed to achieve 100% successful
commercial-scale demonstration, which is foreseen in less than
ten years~@3,4#!. Open access and competition are expected to
increase the opportunities for fuel cell technology within the com-
ing decade, as the deregulation evolves in the USA and European
markets.

High-temperature fuel cells, such as SOFC and MCFC, are es-
pecially attractive since, making high-temperature heat available
at the exhaust, can be efficiently used in cogeneration applications
or for hybrid cycle purposes. Hybrid systems have been exten-
sively analyzed in the past five years by the DOE and similar
institutions in Europe, in combination with industry. This combi-
nation is potentially superior to other power generation technolo-
gies, revealing remarkably high efficiency with an inherent low
level of pollutant emissions. Moreover, it is largely believed that
combining traditional cycles with fuel cells can accelerate the
market introduction of the latter. In large fuel cell systems, a
steam bottoming cycle can be conveniently combined. Lobachov
et al. @5# predicted a 70% overall thermal efficiency for a hybrid
fuel cell/steam cycle power plant for an existing intermediate
scale MFCF~2.5 MW!. The integration of a gas turbine is a natu-

ral evolution in a pressurized high-temperature fuel cell system,
using the gas turbine compressor as the air mover and evolving
the cell exhaust in the gas turbine. The first fuel cell/gas turbine
hybrid system demonstration is a 250kW unit that utilizes a
Siemens Westinghouse SOFC and a NERC gas turbine~@6#!. A
team led by MC power is studying the technical and economic
feasibility of a 20 MW natural gas fueled MCFC bottomed by a
gas turbine@6#. Rolls Royce has joined fuel cell manufacturers to
develop pressurized fuel cell plants to be combined with gas tur-
bines ~@2#!. The primary objective is to demonstrate successful
operation at higher efficiencies than the traditional power plants.
Randall et al.@7# describe some generic SOFC and MCFC sys-
tems combined with gas turbines. A preliminary analysis of a
representative state-of-the-art 50kW microturbine coupled with a
SOFC with an overall efficiency close to 60% is presented by
Massardo et al.@8#.

In a previous paper@9# the possible introduction of external
heated closed gas turbine bottoming cycles has been investigated
and the peculiarities of plants using different working fluids have
been analyzed. Only Fuel Cell Energy Inc. seems to be currently
working on a high efficiency MCFC/gas turbine hybrid system
retaining the ambient pressure of the fuel cell~@10#!. They esti-
mate, for long-term fuel cell technology advances, an overall ef-
ficiency of the hybrid system of 74%.

In this paper an air gas turbine open cycle has been coupled
with an ambient pressure 15 MW MCFC system, where the GT
required thermal energy is extracted by heat exchange from the
fuel cell exhaust. Performances of the plant have been evaluated
in function of different parameters in order to identify optimal
solutions. A second set of simulations has been focused on the
introduction of steam in the GT working fluid. The steam is pro-
duced using the heat content of the gas turbine exhaust and mixed
to the air stream at the exit of the GT cycle compressor. The
performances of the system revealed to be improved both in terms
of efficiency and reduction of plant size.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition. New Orleans, La, June
4–7, 2001; Paper 01-GT-381. Manuscript received by IGTI, December 2000; final
revision, March 2001. Associate Editor: R. Natole.

858 Õ Vol. 124, OCTOBER 2002 Copyright © 2002 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Molten Carbonate Fuel Cell „MCFC … Plant Analysis
The configuration of the MCFC system is illustrated in Fig. 1.

The process involves treating the natural gas to remove impurities,
after which it is mixed with steam and sent to the fuel cell stack.
An internal reforming solution for fuel/steam mixture has been
chosen, eliminating the need for an external fuel processor. The
endothermic oxidative reaction within the cell produces the heat
necessary to the fuel reforming, while a supported catalyst~Ni
supported on LiAlO2! provides sufficient catalytic activity to sus-
tain the steam reforming reaction at 923 K. The concept of inter-
nal reforming has been successfully demonstrated for 10,000
hours lifetime in MCFC system~@11#!. The mixture fuel/steam
enters the stack at 623 K. All the reactions in the cell take place at
923 K representing the state-of-the-art best compromise for reac-
tion kinetics, voltage cell loss, and high-temperature corrosion
problems.

The anode exhaust at 973 K is sent to a catalytic combustor
~@12#! where the unoxidized part is burnt with the oxygen present
in the air blown inside by an electric fan. The combustor inlet air
quantity has been chosen in order to present an oxygen excess of
20% above the quantity necessary for the combustion plus the
quantity required by the cathode. The combusted gas exits the
burner at about 943 K and it is used as the oxidant for the cathode
side of the cell.

The demonstration plant shown in Fig. 1 is the result of an
optimization of the exploitation of the thermal streams presented
by the authors in a previous paper~@13#!, where detailed descrip-
tion of the simulation model developed by the authors with the
Aspen Plus thermodynamic flow sheet code is also presented.

The heat content of the stream 1 is used to preheat the fuel
before entering the anode with a minimum pinch temperature of
76 K. Steam is generated and superheated by means of the exhaust
stream 2 with a minimum pinch temperature of 23 K. At full load
operation the fuel enters the cell at 681 K and the steam at 824 K,
thus maintaining the conditions for the fuel cell process require-
ments. The remaining exhaust gases~stream 3 in Fig. 1! preheat
the air flow at the combustor inlet. The heat exchange occurs with
a minimum pinch temperature of 76 K and the air enters the
combustor at 753 K. As a result the temperature of the burner
effluent is increased to 1146 K.

Before entering the cathode the hot effluent provides heat that
can be used for cogeneration purpose or for a bottoming cycle.

The system has been designed considering 2.9% heat losses in
the cell, 2% heat losses in the fuel and air preheaters, and 3% heat
losses in the steam generator and superheater.

It should be noticed that changing the ambient conditions, the
inlet flow rate and the heat losses the process operating conditions

could change. In order to maintain the inlet and outlet conditions
to the fuel cell, the plant features three sensor probes that measure
the temperatures of the steam and fuel streams at the cell inlet and
the temperature of the air flow entering the catalytic combustor.
The temperatures measured are communicated to a feedback sys-
tem that controls the four-way valve~Fig. 1!. The temperature gap
for the fuel and the steam is fixed for the fuel cell internal
reformer process requirements, while the air preheating can be
changed, since the only consequence is the combustor outlet
temperature.

The Nernst equation~@14#! predicts, for a MCFC operating at
this temperature, a theoretical voltage of 1030 mV. Actual cells
operate at voltages ranging between 750 and 900 mV. Among the
various parameters that influence cell voltage are the stream pres-
sures, the stream compositions, i.e., the partial pressures of the
single reactants, and the voltage losses due to activation polariza-
tion, ohmic polarization and concentration polarization. Since cell
performance degrades in time,~Ito et al. @4# proposed a line with
negative slope in efficiency vs. log of time diagram! a working
condition must be chosen for the evaluations. In this work, the
beginning of life has been considered.

A global fuel utilization (U f5H2,consumed/H2,in1COin) of 0.8
has been assumed.

The fuel utilization factor has a major impact on the theoretical
voltage, which is related to the streams partial pressures according
to the following equation:

E5E01
RT

2F
ln

PH2
•PO2

1/2

PH2O
1 ln

PCO2 ,cathode

PCO2 ,anode
. (1)

Assuming the same pressure for the anode and the cathode,

E5E01
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2F
ln

XH2
•XO2

1/2
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XH2O,anode•XCO2 ,anode
. (2)

A high utilization factor brings to low molar fraction of the
hydrogen and high molar fraction of water and carbon dioxide at
anode outlet and to low molar fraction of the oxygen and carbon
dioxide at cathode outlet~@14#!. A high utilization factor thus
brings to a voltage decrease; to understand this, it is necessary to
consider the high conductivity of the cell elecrodes that implies
the equipotentiality of its surfaces; the potential becomes that of
the most unfavored spot~i.e., the stream outlet!.

To compensate for this, a quite low current density of
152 mA/cm2 has been chosen resulting in a voltage of 820 mV. As
compared to the system analyzed by Braun et al.@12#, character-
ized by an average cell voltage of 760 mV, a current density of

Fig. 1 Molten carbonate fuel cell „MCFC…

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 859

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



215 mA/cm2 and a fuel utilization factor of 78.5 percent, higher
efficiency has been achieved at the expense of a lower power
density. This results in decreased energy production costs and
higher investment costs.

It must be observed that the ratio of the voltage rise to the
current density rise is in very good agreement with the experimen-
tal law ~@14#!:

DV

DA
521.21 mV/mA. (3)

Equilibrium reactions and thermal exchanges are simulated
through the Grayson model, comprising the Redlich-Kwong equa-
tion of state for vapor state~@15#! and the Lee-Kesler equation of
state for liquid and vapor enthalpy. Steam parameters have been
calculated through NBS/NBC steam tables~@16#!. All the calcula-
tions were performed with Aspen1software~@17#!. The main as-
sumption and data used for the calculation of the system perfor-
mance were selected with the objective of industrial realism.

The gross power output of the fuel cell plant is 15.8 MW and
the power input of the fuel is 25 MW.

The heat required by the internal reforming process is entirely
provided by the heat produced by the cell itself with a consequent
heat loss of the cell of about 2.9%. Considering that the auxiliary
power requirement is about 750 kW and 2% of the electric power
is lost in the DC to AC conversion the net power output of the
plant is 14.8 MW at beginning of life~Table 1!.

The resulting electric efficiency, calculated as the ratio of the
net electric power output to the product of the fuel mass flow rate
and the fuel lower heating value~LHV !, is 59%. This high effi-
ciency, compared with traditional power plants, is due to the high
electric efficiency of the cell itself. 5.55 MWt are available be-
tween 1146 K and 903 K in the heat recovery system, where the
gas turbine bottoming cycle has been introduced. The first law
efficiency is 81 percent, considering the recovery of 98 percent of
the available heat between the catalytic combustor and the cath-
ode inlet. This is not impressive if compared with conventional
cogeneration system. The novelty aspect consists of the high elec-
tric production and the high temperature of the recoverable heat,
allowing the use of a high efficiency bottoming cycle. The exergy
gain obtained with this system is clearly detectable by the second
law efficiency. If we consider the energy content of the output
heat we obtain 75% exergetic efficiency. Even if the second-law
efficiency is only a reference value for the possible electric pro-
duction, since it does not take into account possible exergy dissi-
pations in the bottoming cycle, it shows the potential of this kind
of heat regeneration. Using the high-temperature stack gas for
combustion air preheating, contributes to reducing exergy destruc-
tion in the catalytic burner and in the boiler and fuel-preheating
units. The whole unused heat has been transferred at 1146 K in the
burner effluent spreading the way to its exploitation. The system
performance parameters are summarized in Table 1.

Molten Carbonate Fuel CellÕGas Turbine „MCFC ÕGT…
Plant Analysis

The very high electrical efficiency of the MCFC plant can be
further improved through the introduction of a bottoming cycle.
The high exergetic value of the MCFC waste heat opens the way
to a sensible work production which theoretical maximum value,

Fig. 2 Demonstration power plant diagram

Table 1 Molten carbonate fuel cell „MCFC… plant operational
parameters

Stack nominal power 16 MW
Stack temperature 650°C

Auxiliary absorption 700 kW
Stack heat losses 2.9% LHV

Combustor heat losses 1.8%
Heat exchangers losses 2%

DC-AC converter efficiency 98%
O2 excess in cathode 20%
Fuel utilization factor 0.80

Current density (mA/cm2) 152
Cell voltage~mV! 820

Net power output~MWe! 14.8
Heat available~MWt! 5.55

First-law efficiency~% LHV! 0.82
Electrical efficiency~% LHV! 0.59

Second-law efficiency~% LHV! 0.75
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as a fraction of the ‘‘chemical power’’ introduced with the fuel, is
expressed by the difference between the plant second law effi-
ciency and the electrical efficiency. Given the relatively small di-
mension of the fuel cell plant, it does not seem advisable to intro-
duce a steam turbine bottoming cycle. The chosen solution has
been an indirect heated gas turbine.

The bottoming section features a compressor, a turbine and a
heat exchanger: the fuel cell waste heat recuperator. The authors
decided to focus on an indirect heated gas turbine, where the
required thermal energy is extracted by heat exchange from the
fuel cell exhaust. Most of the hybrid fuel cell/gas turbine systems
proposed involve the pressurization of the fuel cell up to the pres-
sure ratio desired for the turbine. Even if pressurization offers a
power increase at a given level of stack efficiency, its pressurized
reformer requires higher steam to carbon ratio to suppress carbon
formation, thus causing a significant complication. Moreover, the
high cost of vessels and piping to contain pressure at the high fuel
cell operating temperatures, has a significant impact on the cost of
energy.

The internal reforming, inhibited at higher operating pressures,
can be carried out in the ambient pressure fuel cell at low steam-
to-carbon ratio. This provides the anode with a more concentrated
fuel stream, thus improving the performance of the anode itself.
Another aspect in favor of atmospheric pressure fuel cells is that
the life of the stack is longer, since some degradation phoenomena
increase with pressure rise and the cost is lower due to standard-
ization.

The selected plant layout is presented in Fig. 2~dotted com-
ponenets should not be considered!. The heat available from the
MCFC stream at the exit of the catalytic combustor is recovered
for the heating of air at the exit of the GT cycle compressor. The
indirect transfer of heat allows the turbine pressure ratio to be
independent from the fuel cell operational parameters. As a con-
sequence, it was possible to conduct the analysis for a range of GT
pressure ratio from 2 to 22. The heat recovery occurs on the basis
of a fixed approach point temperature, following the assumption
of a consequent dimensioning of the heat exchanger surfaces. The
approach point temperature difference, representing a compromise

Fig. 3 Gas turbine „GT… power output and specific work

Fig. 4 Gas turbine „GT… power output versus specific work
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between low exergetic losses and affordable exchanger surfaces,
has been fixed at 60 K. Any change in the MCFC inlet streams
temperatures must be avoided to maintain the conditions for the
fuel cell process requirements and this is ensured by a feedback
regulating system~Fig. 2!.

The isentropic efficiency of the gas turbine has been fixed at
0.92 and an isentropic efficiency of 0.9 was considered for the gas
compressor. The mechanical into electrical energy conversion re-
sults in a 1.5% loss.

Since the different gas turbine configurations do not affect the
fuel cell system, the various bottoming cycles have the peculiarity
of a constant received heat power~under the hypothesis of a con-
stant heat exchanger efficiency!. Under this condition there is a
direct proportionality between the net power output of the bottom-
ing cycle and its first law efficiency. In Fig. 3, the trends of the GT
power output and the GT specific work have been reported. The
power output shows its maximum for a pressure ratio of 19, while
the specific work trend is decreasing starting from a pressure ratio
value of 8. This means that even if the increase in the pressure
ratio has a beneficial effect on the system performances until a
value of 19 is reached, this is obtained with a plant overdimen-
sioning; in particular the decrease in the specific work shows that,

Fig. 5 Internal regeneration as a function of b

Fig. 6 Steam generation as a function of b

Table 2 Optimized molten carbonate fuel cell Õgas turbine
„MCFC-GT… plant parameters

Optimized Plant Parameters

GT air mass flow rate~kg/s! 10.7
GT pressure ratiob 13

GT power output~MWe! 2.025
Total net power output~MWe! 16.8

GT/MCFC power ratio~%! 13.7
Electrical efficiency~% LHV! 67.2
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in that pressure ratio range, an increase in power output can only
be obtained with a more than proportional increase in flow rates.

Figure 4 shows that the trend of GT power output as a function
of GT specific work can help in analyzing and determining the
best solution. The graph has been divided in four zones. Zones A,
B, and D comprise solutions that do not represent neither techni-
cal nor economical optimum values. The plant configurations that
insist in Zone A, in fact, show both power outputs and specific
works that are inferior to those in Zone C. The solutions that are
comprised in Zone B presents specific works in the range of those
in Zone C with inferior power outputs. Zone D is finally charac-
terized by power outputs in the range of those in Zone C but
presenting smaller specific works. The optimal solution must,
therefore, be chosen in Zone C. The best choice is dependent on
the relative weight of plant investment and fuel costs. The points
in the proximity of Zone D are favored by high fuel costs and low
specific investment costs since they guarantee higher power pro-
duction at the expenses of bigger plants. Vice versa the points in
the proximity of Zone B present lower energy yields but smaller
plants. Any attempt of obtaining an exact solution in a moment in
which fuel cell systems costs are very high and very rapidly de-
creasing would be at least presumptuous. All that can be observed
is that moving towards Zone D from Zone C there is, in the last

segment, little power output increase and large specific work de-
crease. This suggests an optimal value of about 13 for the GT
plant pressure ratio. As shown in Table 2, the optimized fuel cell/
gas turbine hybrid system produces 16.8 MWe with an electrical
efficiency of 67%.

With the aim of further improving the electrical efficiency, sev-
eral heat recovery options have been analyzed. Simple heat regen-
eration from the gas turbine exhaust gases is not feasible as shown
in Fig. 5.

As can be easily seen, even with an ideal heat recovery system,
this kind of heat recovery is not possible for pressure range over
12. If we consider that a certain temperature difference is needed
between the hot and the cold streams to have reasonable exchange
surface areas, this value falls below 10. Moreover, since it is
worth performing a heat recovery system only if a sensible tem-
perature increase is feasible, it can be said that, in the present
situation, no heat recovery is convenient forb over 7. A much
more promising way of heat regeneration consists of using the
exhaust gas heat content for steam generation in a sort of indirect
heated STIG~steam injected gas turbine, copyright by General
Electric, @18#!.

Fig. 7 Steam generation

Fig. 8 Steam injected gas turbine „STIG… power output and specific work
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Steam Injected Gas Turbine„STIG… Cycle Analysis
The stream in the gas turbine is a mixture of compressed air and

steam, produced in a heat recovery steam generator as shown in
Fig. 2. The steam is produced at a pressure 1.3 times higher than
the maximum pressure of the cycle, in order to allow the steam
injection before the gas turbine. The steam injected must be dem-
ineralized to eliminate components that could damage the turbine
blades: GE specifies a solid content inferior to 200 ppb~@18#!. The
heat needed for steam generation is recovered from gas turbine
exhaust gases and the reduction of their temperature produces an
efficiency rise, even if it must be outlined that a great part of the
heat recovered is lost as latent heat, since at the turbine exhaust
water is still vaporized.

Like for the simple GT cycle, the heat recovery from the fuel
cell occurs on the basis of a fixed approach point temperature,
following the assumption of a consequent dimensioning of the
heat exchanger surfaces: With this assumption the heat available
for gas heating is not a function of the GT cycle pressure ratio.
System design has been performed for various pressure ratios us-
ing air mass flow rate and steam mass flow rates as operational
parameters. The two constraints that allow their unique determi-
nation are the following:

~ṁw1mair!E
TD

TE

cpmixdT5ṁw~hG2hF! (4)

~ṁw1mair!E
TB

TC

cpmixdT5Q̇FC . (5)

It must be noticed that the reported equations apparently intro-
duce three further unknowns, i.e.,TB , TE , andTG . The system
has, in fact, three implicit constraints due to pinch point analysis
of the steam generator and to approach point temperature differ-
ences fixed in the two heat exchange processes.

This situation is much more convenient than the internal heat
recovery for air preheating illustrated at the end of the previous
paragraph. With this new solution, in fact, the heat recovery can
be performed at all examined pressure ratios as shown in Fig. 6.

The maximum temperature of the water after heat recovery is
some degrees below that of the exhaust gases to allow for reason-
able heat exchanger surface areas. As can be easily seen, this
temperature is always over the relative water phase transition
~evaporation! temperature, while the water starting temperature

Fig. 9 Steam injected gas turbine „STIG… power output versus specific work

Fig. 10 Power output and specific work comparisons
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is fixed at 298 K being not cycle related. The consequent heat
exchange diagrams for three given GT pressure ratios are shown
in Fig. 7.

As for all gas turbine regenerated cycles, the steam injection
convenience tends to decrease at higher pressures. Figure 8 easily
shows that the maximum work with this cycle is obtainable for a
pressure ratio of about 15, while the maximum specific work is
in correspondence ofb57. Similar considerations of those used
for the simple cycle can bring to the conclusion that a pressure
ratio of about 10 represents the best compromise between effi-
cient electricity generation and affordable plant investment costs
~Fig. 9!.

Figure 10 shows the comparison of the specific and the total
work of the steam injected cycle with the simple one. In all the
pressure ratios, inside the range chosen for the simulations, both
the specific work and the net power output are higher in the STIG
cycle. The increase in specific work is drastic: compared to
the simple GT cycle a 25% rise is obtained atb56 and a 19% rise
at b512.

Since the heat content of the exhaust gases is recuperated, the
STIG cycle behave similarly to a regenerated cycle with maxi-
mum performances obtained at lower pressure ratios. Moreover,
as illustrated in Fig. 11, the air mass flow rate is decreased~12%
at b56! and even the total mass flow rate~air plus steam! is
decreased in almost the whole range. This results in less loaded
and smaller turbomachinery with evident advantages in terms of
efficiency, costs and dimensions of the plant. Another advantage
of the steam injection is its flexibility: the steam produced in the
HRSG can be used for cogeneration or electricity production ac-
cording to heat request. The disadvantages concern the necessity
of a HRSG, even if not very expensive, and mainly on the neces-
sity of demineralizing the water. In a hybrid cycle with the fuel
cell, however, water treatment is necessary for the cell and the
steam cycle involves only an increase in the treatment system
dimensions.

Table 3 summarizes the parameters of an optimal hybrid plant
with steam injection. The electrical efficiency is around 69% with
a 1.5 points of increase compared to the simple GT cycle hybrid
plant. As outlined before, the best performances are obtained at
lower pressures and with lower mass flow rates. This means
smaller turbomachinery with fewer stages.

The performance increment is limited by the low turbine inlet
temperature. A necessary future step is the investigation of a post-
combustion in the GT cycle.

A comparison with the results obtained by other researchers
with pressurized cells and internal combustion gas turbines
~@6,8,14#! shows that the global system performances are compa-
rable. This is a result of higher pressurized cells performances and

lower internal combustion gas turbines performances; the first is
due to the potential improvement predicted by Nernst equation
and the second is due to the unfeasibility of turbine optimization
caused by the low allowable pressure for fuel cells.

A development of such type of hybrid system is not problem
free. High-temperature heat exchangers and the associated mate-
rials need to be developed and new gas turbine designs are re-
quired in order to meet cost criteria necessary to guarantee success
in the market place. The study of high-efficiency cycles is neces-
sary anyway, since it represents a first step in identifying perfor-
mance goals and problems that must be resolved before fuel cell/
gas turbine hybrid systems are commercialized for the electrical
power generation market.

Conclusions
This paper presents the results of a simulation of a hybrid

MCFC/gas turbine system. The upper cycle is a molten carbonate
fuel cell system with a global utilization factor of 0.8, a current
density of 152 mA/cm2 and a cell voltage of 760 mV. The cell
alone produces around 15 MWel at beginning of life with
5.55 MWt available at 1146 K.

The addition of a gas turbine bottoming cycle has also been
investigated. An indirect heated gas turbine solution has been cho-
sen, retaining the ambient pressure in the fuel cell. Since the in-
direct transfer of heat allows the maximum pressure to be set
independently from the fuel cell parameters, plant simulations
have been performed at various GT pressure ratios. The optimal
solution chosen by the authors leads to a 14% net power output
increase and to an overall electrical efficiency of 67%.

The plant has been improved introducing a heat recovery steam
generator at the GT exhaust. Superheated steam is then injected in
the air stream at the GT compressor outlet in a sort of STIG cycle.
Specific work and electrical efficiencies result higher in all the
simulation range, with lower mass flow rates evolving in the tur-
bomachinery. Moreover, compared to the simple GT cycle, the

Fig. 11 Mass flow rates

Table 3 Optimized steam injected gas turbine „STIG… plant
parameters

Air flow rate ~kg/s! 6.25
GT air mass flow rate~kg/s! 8.75

Steam injected flow rate~kg/s! 0.715
GT pressure ratio 10

GT power output~MWe! 2.35
Total net power output~MWe! 17.2

GT/MCFC power ratio~%! 15.8
Electrical efficiency~% LHV! 68.6
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optimal performances are obtained at lower pressure ratios. There-
fore the STIG solution requires less loaded and smaller turboma-
chinery with advantages in terms of costs, efficiency, and plant
dimensions.

Nomenclature

Cp 5 constant pressure specific heat
F 5 Faraday constant
h 5 specific enthalpy

LHV 5 low heating value
m 5 mass flow rate

HRSG 5 heat recovery steam generator
MCFC 5 molten carbonate fuel cell
MSW 5 municipal solid waste
SOFC 5 solid oxide fuel cell
PEM 5 polymer electric fuel cell
STIG 5 steam injected gas turbine

U f 5 fuel utilization factor
Vm 5 molar volume

X 5 molar fraction
b 5 GT pressure ratio

DV 5 voltage difference
DA 5 current difference
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Development of a Maintenance
Program for Major Gas Turbine
Hot Gas Path Parts
The thermal efficiency of gas turbine combined cycle power generation plants increase
significantly in accordance with turbine inlet temperature. Gas turbine combined cycle
power plants operating at high turbine inlet temperature are popular as a main thermal
power station among our electric power companies in Japan. Thus, gas turbine hot gas
parts are working under extreme conditions which will strongly affect their lifetime as
well as maintenance costs for repaired and replaced parts. To reduce the latter is of major
importance to enhance cost effectiveness of the plant. This report describes a gas turbine
maintenance management program of main hot gas parts (combustor chambers, transi-
tion pieces, turbine first stage nozzles and first stage buckets) for management persons of
gas turbine combined cycle power stations in order to obtain an optimal gas turbine
maintenance schedule considering rotation, repair and replacement, or exchange of those
parts. @DOI: 10.1115/1.1399055#

1 Introduction
Over the last few years, the gas turbine combined cycle power

generation system has rapidly been accepted as the main type of
thermal power generation system for many power plants in Japan.
This is because increases in turbine inlet temperature have al-
lowed thermal efficiency to increase.

Against this backdrop, one issue must be considered carefully:
The gas turbine hot gas path parts, used under severe environmen-
tal conditions, usually have a relatively short lifespan~manufac-
turer’s recommended lifespan! of four to eight years, depending
on overall conditions. Cracks and other flaws occurring under
operating conditions must be repaired or replaced during periodic
inspections. The increased maintenance costs kill the benefit of
the thermal efficiency. Reducing the gas turbine maintenance
costs has recently become a tremendous challenge facing electric
power companies.

The authors studied several main hot gas path parts of the gas
turbine~combustor chambers, transition pieces, turbine first-stage
nozzles, and turbine first-stage buckets!, to help these companies
design optimal maintenance plans for their gas turbine power
plants. The authors developed a computer program for preparing
maintenance plans for optimal parts rotation, and for repair and
replacement work in gas turbines. The plans and maintenance cost
estimates for gas turbines have been prepared manually. This pro-
gram would allow the plants to draw up their own maintenance
plans using a personal computer, and to reduce the total amount of
maintenance planning and maintenance costs.

2 Maintenance of Gas Turbine Hot Gas Path Parts in
Japan

The gas turbine consists of an air compressor, a combustor, and
a turbine~see Fig. 1!. The gas turbine inlet temperature has con-
tinuously been set at higher levels, in order to enhance overall
thermal efficiency. Gas turbine hot gas path parts include the com-
bustor chamber, transition piece, bucket, and nozzle.

A high-quality super alloy is used as the material for these
parts. The parts are subjected to various processes to make bucket/
nozzle cooling holes on the surface and to form a structure for the
cooling air feed. This increases costs considerably. In addition,
these parts are used under hard conditions—high flow rates, hot
gases, and frequent temperature changes that occur during start-up
and shut-down. Therefore, these parts often suffer degradation
damage, such as cracking, creeping, and corrosion. Unlike the
case of the steam turbine, such degradation damage is tolerated in
these hot gas path parts. The parts are repaired periodically until

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-187. Manuscript received by IGTI November 1999; final
revision received by ASME Headquarters February 2000. Associate Editor: D.
Wisler.

Fig. 1 Gas turbine main hot gas path parts „bold letters …

Fig. 2 Gas turbine hot gas path parts maintenance method
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the end of their manufacturer’s recommended lifespan for each
kind of the hot gas path parts, then decommissioned as expend-
ables.

In Japan, the most commonly used maintenance method for hot
gas path parts is the EOH~equivalent operating hours! manage-
ment method. To the actual operation hours are added other rel-
evant hours, the value for which is determined by converting the
number of start-ups into EOH. When determining EOH values,
the values for other lifespan-reducing factors are also taken into
account—these factors include the number of trips, the number of
load dumps, and the number of peak operating hours. Figure 2
shows a schematic diagram for the EOH management method.
EOH is defined with the following standard equation:
EOH5actual operating hours1k1

3(number of start-ups1number of trips3k2)
1peak operating hours3k3

wherek1 is the conversion factor for the number of start-ups
~5operating hours/number of trips!;

k2 is the conversion factor for the number of trips
~5number of start-ups/number of trips!;

k3 is the conversion factor for peak operating hours
~5operating hours/peak operating hours!.

These conversion factors are determined specifically, in accor-
dance with the actual operation performance of particular plants.

Fig. 3 Flow chart of the program

Fig. 4 Typical combined cycle power plant

Fig. 5 Gas turbine hot gas path parts rotation history diagram
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An independent management method can also be used. Under
this method, the value for operating hours is determined sepa-
rately from the number of start-ups. The lifespan of a specific part
is regarded as having expired whenever either of these two values
reaches its upper limit.

The Electric Utilities Industry Law in Japan obliges Japanese
electric power companies to carry out gas turbine inspections at
least once every two years~these are called ‘‘periodic inspec-
tions’’!. Combustors subject to heavy deterioration or damage are
to be inspected once or twice between these periodic inspections
~during the so-called ‘‘combustor inspections’’!. During the peri-
odic inspection, all casings of the air compressor and the turbine
are opened in order to check, and repair if necessary, all hot gas
path parts. During the combustor inspection, only the combustor
chambers and transition pieces are removed for checking, then
repaired if necessary. A repair takes several days or several weeks,
depending on the degree of degradation or damage. This generally
obliges the operator to stock several sets of spare parts for each of
the gas turbines currently installed. During the inspection, the

parts currently being used are replaced with some set of the spare
parts. The replaced parts are then repaired and stored. If the
lifespan~EOH! of any removed part does not extend beyond the
time for the next planned inspection, the part is decommissioned,
with a replacement spare part purchased.

During the inspection, if the combustor chambers, the transition
pieces or the turbine first nozzles are found to have cracks exceed-
ing allowable levels, they are repaired by welding and kept in use.
However, the turbine buckets are prohibited from being repaired
by welding for further usage. Instead, they are put back into use,
until the end of their lifespan, only after their cracked zones have
been subjected to a blending process. If the operator has a spare
rotor, the entire rotor assembly can be replaced during the periodic
inspections.

For such maintenance of hot gas path parts, power plant opera-
tors ~repair personnel! draw up maintenance plans and prepare
cost estimates.

3 Capabilities of the Gas Turbine Maintenance
Program

Figure 3 shows a flow chart for the gas turbine maintenance
program. The program has four basic capabilities:

1. computing required to prepare, in the parts history data-
base, plans for the maintenance of hot gas path parts, espe-
cially plans for parts usage rotation, parts repair, and parts
replacement;

Fig. 6 Repair costs of hot gas path parts

Fig. 7 Gas turbine hot gas path parts rotation plan diagram „basic case …

Fig. 8 Maintenance cost for the five-year period „standard
case …

Table 1 Price, recommended lifespan, and inspection cost

Parts name Price/numbers Lifespan

Combustor chamber 1.0 Unit/10 pieces 32,000 EOH
Transition piece 2.0 Unit/10 pieces 32,000 EOH
Turbine first stage nozzle 4.0 Unit/18 segments 64,000 EOH
Turbine first stage bucket 4.0 Unit/92 pieces 64,000 EOH
Periodic inspection 1.25 Unit
Combustor inspection 0.025 Unit
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2. depicting, in the form of parts rotation tables, maintenance
plans for hot gas path parts;

3. estimating, in the maintenance cost database, maintenance
costs for the completed plans for hot gas path parts;

4. depicting maintenance costs in the form of a line graph.

We will discuss below the procedures for preparing a mainte-
nance plan and estimating maintenance costs.

Before using the gas turbine maintenance program, it is neces-
sary to input, into the appropriate databases, plant-specific parts
history data and maintenance cost data, and to define parts appli-
cation rules.

For a sample parts history database, we assumed a standard
power plant equipped with five gas turbines as in Fig. 4. Figure 5
gives a parts rotation history diagram for the plant’s combustor
chambers, transition pieces and turbine first buckets and nozzles.
In the bar graph, the code letters A to E represent the parts in-
stalled initially for use in gas turbines No. 1 to No. 5, while the
code letters F and G represent the No. 1 and No. 2 spare part sets
~each set is distinguished by shading!. The numbers represent the
respective parts generations. New parts take the numbers of parts
that were disposed of. Generation numbers are incremented by 1.

Table 1 shows maintenance cost data for such items as part
prices, manufacturer’s recommended lifespans~EOH!, and in-
spection costs for disasembling and assembling. To simplify mat-
ters, we estimated the expenses for parts procurement as of the
date of decommissioning.

Fig. 9 Gas turbine hot gas path parts rotation plan diagram „25 percent lifespan exceeding case …

Fig. 10 Maintenance costs for the five-year period „25 percent
lifespan extension case …

Fig. 11 Gas turbine hot gas path parts rotation plan diagram „cost uniform case …
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Figure 6 shows repair costs for the main hot gas path parts. We
assumed that repair costs would increase in a step-up pattern,
according to the number of usages. The step-up pattern actually
results from repair cost data of operation gas turbine power plants.
These costs are represented as relative values, percentages of the
price of a gas turbine.

A complete set of hot gas path parts for a single gas turbine is
replaced at any one time, with the following principles applied:

1 The parts are used on a ‘‘first in, first out’’ basis—in other
words, the parts set that has been stored for the longest period is to
be used first.

2 Any combustor chamber and transition piece that have less
than 8,000 EOH remaining, and any turbine first buckets and first
nozzles that have less than 16,000 EOH remaining, should be
considered useless and should be disposed of, and a new set of
parts should be procured.

To prepare a maintenance plan, the set number and the EOH for
the hot gas path parts currently used are retrieved from the parts
history database. Then the values representing the capability of
preparing hot gas path parts maintenance plans, and the values for
mapping capability, are used to calculate the maintenance costs
that would be incurred in the coming several years under the
maintenance plan. The results are represented as line graphs.

Repeated use of these capability values for preparing mainte-
nance plans allow us to conduct various case studies concerning
the adjustment of the lifespan of specific hot gas path parts, EOH

factors and the timing of combustor inspections. In addition, un-
scheduled inspections can be carried out in the event any problem
occurs suddenly.

4 Drawing Up Maintenance Plans for a Gas Turbine
Program

We prepared sample maintenance plans for the main hot gas
path parts of a gas turbine.

First, a basic maintenance plan was prepared according to the
standard parts application rules. Figure 7 shows a parts rotation
plan diagram. Figure 8 shows the maintenance costs for the five-
year period, 2000 to 2004. Calculations revealed that costs in-
curred under the basic maintenance plan would be 60.2 Unit for
the five-year period~as explained above, this cost is a relative
value, the percentage of the price of a gas turbine!.

Next, calculations were performed to determine costs in the
case where the basic maintenance plan is modified. This mainte-
nance plan modification assumes the case where the manufactur-
er’s recommended lifespan exceeds by 25 percent that of the stan-
dard case. Figure 9 shows a diagram for the parts rotation plan
diagram, while Fig. 10 shows a diagram for maintenance costs for
the five years. The extension of the parts’ lifespan helps reduce
maintenance costs for the year 2003, and to reduce the total cost
amount for the five years to 44.1 Unit~27 percent lower than costs
for the basic case!.

Fig. 12 Maintenance costs for the five-year period „cost
uniform case …

Fig. 13 Gas turbine hot gas path parts rotation plan diagram „trouble repair case …

Fig. 14 Maintenance costs for the five-year period „trouble re-
pair case …
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Another calculation was made for the case where the timing of
periodic inspections is changed in order to make the cost of dif-
ferently timed maintenance procedures relatively uniform. In the
basic case, the periodic inspections for turbines No. 2 to No. 5 are
concentrated in the years 2001 and 2003. In 2003, replacement of
the combustor chamber and transition piece adds to the amount of
maintenance costs.

To make the total cost for each of the five years more uniform,
we assumed a case where the periodic inspections for gas turbine
No. 2 are brought forward to the preceding year.

Figure 11 shows a parts rotation plan diagram, while Fig. 12
shows total maintenance costs. The parts rotation plan differs little
from that of the basic case, although total maintenance costs are
made considerably more uniform. Moving up periodic inspections
increased the total number of periodic inspections for gas turbine
No. 2. Thus, the total maintenance costs for the five years increase
to 62.5.

The next example is a revision of the initial maintenance plan,
in the case where a failure occurs in the combustor for gas turbine
No. 1, thus making it necessary to remove failed parts and install
spare parts in the combustor chamber and transition piece. Such a
situation would require an additional repair period.

Figure 13 shows a parts rotation plan diagram, while Fig. 14
shows total maintenance costs for the five years. This parts rota-
tion plan differs greatly from that of the standard case for the
period after repair shut-down. Total maintenance costs are 64.8
~including the additional 2.0 points for repairing the combustor!.

The last calculation was conducted for a case where the sched-
uling of the combustor inspections is optimized, in order to cut
down on the cost of maintaining the hot gas path parts of the gas
turbine. The ultimate aim of this optimization is use the combustor
chamber and transition piece more efficiently, up to the end of
their manufacturer’s recommended lifespan, by adjusting the
scheduling of combustor inspections to accord with the remaining
lifespans of the combustor chambers and transition pieces.

In the basic case, the sets of combustor chambers and transition
pieces A to G of the second generation have 600, 7600, 7400,
2000, 1000, and 0 remainder EOH, respectively~G is in use!.
These sets are disposed of in accordance with standard parts ap-
plication rules, since all of the EOHs are lower than the specified
level ~8,000 EOH!. In this optimized case, all parts A to G are
used almost until the end of their recommended lifespan of 32,000
EOH.

Figure 15 shows a parts rotation plan diagram, while Fig. 16
shows total maintenance costs for the five-year period. These
costs have been reduced to 57.4~five percent lower than costs for
the basic case!.

These maintenance plans were prepared using calculations
based on basic parts application rules, and could not be used as
such for actual generation plants. Nevertheless, the maintenance
plans could probably be approximated to plans that can be imple-
mented, if they take into account various restrictive conditions
~generated energy and fuel consumption!, and if the application
rules of particular plants are enhanced.

5 Conclusion
The authors developed a gas turbine maintenance program that

is specifically designed to reduce maintenance costs for gas tur-
bines. Our research proved that this program is useful for drawing
up optimal maintenance plans for hot gas path parts and reducing
required maintenance costs for gas turbines. The authors believe
that the program will be useful as a supplementary tool for the
repair personnel of a power generation plant, helping them draw
up better maintenance plans for the plant’s generating equipment.
~Also, please see Refs.@1–4# !.
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Droplet Entrainment From a
Shear-Driven Liquid Wall Film
in Inclined Ducts: Experimental
Study and Correlation
Comparison
The primary objective of the present study is to clarify the droplet disintegration mecha-
nism and the film properties of liquid oil films driven by shear stress, which is induced by
a co-current gas flow. This work focuses on the flow behavior within the starting length of
the complex two-phase flow and the effect of inclination on the entrainment rate. Many
investigations have been performed in the past to determine the droplet entrainment in the
gas core for fully developed flow conditions with respect to their relevance in pipes of
power plants and various chemical engineering systems. In more recent work the effect of
inclination has been studied in detail. Nevertheless, a lack of knowledge can be realized
for droplet entrainment within the starting length of this complex flow type. Thus, funda-
mental experiments have been carried out to provide a data base for droplet entrainment
of liquid disintegrated from an oil film within its starting length at several inclination
angles of the flow. The experimental results have been compared with correlations from
literature. Additionally, the wall film thickness has been measured to allow a fully coupled
modeling of entrainment and liquid film properties depending on global flow parameters.
Based on film Reynolds number, Weber number, a dimensionless film flow length, and a
modified Froude number, taking into account the angle of inclination, correlations have
been developed, where those from literature are not applicable.
@DOI: 10.1115/1.1476926#

Introduction
A proper characterization of the air/oil flow in bearing compart-

ments and many other cavities of the so-called secondary air sys-
tem of modern aeroengines requires reliable models for droplet
entrainment from shear-driven oil films. In particular the develop-
ment of CFD-based design tools~computational fluid dynamics!
to simulate this complex type of flow requires detailed informa-
tion as shown by Glahn et al.@1#. The pressure drop of the two-
phase flow as well as the heat transfer from the wall to the gas
core is strongly affected by the distribution of oil as wall film and
as droplets within the gas core~@2,3#!. Thus, the thickness of the
liquid film becomes a vitally important parameter for a proper
description of the overall flow field.

A profound modeling of the droplet generation mechanism at
the gas-liquid interface, caused by the co-current air stream is
very demanding. For that reason, this type of flow is still under
research. Extensive investigations have been performed in the past
for fully developed two-phase flow with respect to their signifi-
cance, e.g., for air/water flow in pipe systems of nuclear power
plants or evaporators~@4–8#!. In more recent work the effect of
inclination has been studied in detail~@9–11#!. The present work
focuses on developing film flow, because the typical pipe lengths
within the secondary air system of aeroengines and many other
applications are by far too short to expect fully developed flow
conditions. Thus, the film flow length has to be taken into account.

Measurements of the entrainment fraction and the oil film

thickness have been conducted for various air velocities, oil flow
rates, test section slopes, and film flow lengths. Thus, the major
parameters to describe the heat transfer and the propagation of the
liquid wall film are available for the air/oil flow under
investigation.

Experimental Setup and Operating Conditions
The measurements presented in this paper have been performed

using an unheated rectangular duct (30 mm350 mm) with only
the bottom wall wetted and a length of up tol 530H5900 mm.
The air pressure isp53 bar absolute and the oil has a kinematic
viscosity ofn f55.2 mm2/s ~DOW: DC 200 Fluid 5 cs!. Thereby,
the film flows only on a width ofb540 mm to minimize effects
due to a three-dimensional air flow in the duct. It flows in a height
adjustable groove such that it can be lowered a little bit more than
its film thickness with respect to the bottom wall of the duct. By
this method, the film remains in the restricted area and further-
more no point of discontinuity of the gas phase occurs at the start
of the film.

A schematic diagram of the test section is given in Fig. 1. The
air is supplied by a compressor at a constant pressure. A settling
chamber with a nozzle is placed upstream of the rectangular duct
to generate a constant velocity profile at the entrance. The oil film
is formed by a device consisting of a small slit, through which the
liquid flows into the test section at a shallow angle with respect to
the main stream direction. Therewith, a point of discontinuity is
avoided at the start of the film. For the same reason, the film flows
on a plate, which can be adjusted in its height. Thus, the cross
section of the gas flow remains constant changing the film load-
ing. Three different film flow lengths can be installed (l 510
230H). The film draining is realized via a variable slit to adjust
it according to the present flow conditions. This procedure ensures
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the complete removal of the wall film with minimal air content for
all test conditions. The performance of the device can be observed
through a window.

Extensive measurements have been performed over a wide
range of air and oil flow rates. Table 1 gives a detailed overview
of the operating conditions and the fluid properties.

Measurement Techniques

In the following a brief description of the measurement systems
used to analyze the complex two-phase flow will be given. First of
all, the mass flow rate measurement of the droplets in the gas core
and the liquid wall film to determine the entrainment fraction with
a high level of accuracy is described. The liquid flows in a closed
circuit. It is supplied to the test rig by a pump out of a reservoir
and is continuously drained by an adjustable slot. The functional-
ity of the device can be observed optically. Thus, the slot can be
adjusted according to the working conditions such that an addi-
tional drainage of droplets from the gas core can be avoided.
Between the outlet of the filter system downstream and the inlet of
the oil tank the liquid can be redirected by computer-controlled
valves onto a high-accuracy scale~resolution:Dm50.1 g! for a
well defined period of time. By this procedure the oil flow rate of
both, the droplets and the wall film can be determined with an
accuracy ofDṁ<0.05 g/s.

The measurement of film thickness is very demanding. In the
past, several capacitive and inductive techniques have been ap-
plied ~e.g., Hewitt@12#!. A major restriction in the use of these
sensors are their large dimensions. In order to obtain a better
spatial resolution optical approaches have been suggested. An ad-
vanced system based on the absorption of infrared light is de-
scribed by Samenfink et al.@13#. This technique is suitable for
water and alcohols due to the strong absorption within the fluid.
Unfortunately, nearly no absorption occurs for the oil under inves-

Fig. 1 Schematic of rectangular test section

Fig. 2 Optical setup and the modified data acquisition of the nonintrusive
laser-based film thickness measurement technique

Table 1 Operating conditions of entrainment fraction and film
thickness measurements
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tigation. Due to the closed circuit of the liquid including several
filter systems the use of dye to increase absorption is not appro-
priate, because its concentration would not remain constant. Thus,
a laser-based system, a so-called laser focus displacement meter,
according to Takamasa et al.@14# is applied. The optical and elec-
tronic setup of the system is illustrated in Fig. 2.

The measurement principle is based on focusing the light cone
of a laser diode~wavelengthl5670 nm! onto the phase interface.
One of the focusing lenses oscillates due to electric attenuation,
shifting the spatial position of the focal point of the laser beam. At
the gas-liquid interface the beam is reflected to a great extent back
into the emitting optics. The reflected light is redirected through a
pinhole onto a photo detector by a half-transparent mirror. For one
cycle of oscillation the photo detector receives the maximum
amount of light in the time instant, when the focal point is directly
located on the phase interface as illustrated in Fig. 2. The relation
of the spatial position of the objective lens and the peak in light
intensity allows one to determine the distance of the film surface
from the sensor. Since the spacing of the sensor and the glass
window ~on which the film flows! is known and remains constant,
the film thickness can be determined. The sample frequency of the
LFD sensor~Keyence: model LT-8110! is f 51.5 kHz and the
range of the sensor is 0<h<2.1 mm in air. A spatial resolution of
Dh50.2mm is specified by the manufacturer. This resolution can
be obtained using the sensor with standard options, i.e., averaging
two or even more samples, thereby taking into account a decrease
in the data rate. In order to reach the maximal temporal resolution
to perform detailed measurements of the film structure, the analog
output of the LFD system has to be used. For this purpose, an
external trigger unit was built to generate a suitable pulse for the
analogue-to-digital conversion board of the data acquisition com-
puter. Due to this method the spatial resolution decreases to a
value ofDh52 mm, which is very accurate for the measurement
of liquid films in the range of 0.1 mm<hf,2 mm.

The refraction of the light at the glass/liquid interface as well as
the reflection of the light at the wavy surface of the film has to be
taken into account. According to Eq.~1! the measurement range of
the sensor increases by a factor ofc(n,nf)51.404 due to the
refraction index ofnf51.390 of the oil under investigation. On
the other hand the half-angle of the aperture is reduced from a
value ofa/2511.5 deg in air toa f /258.25 deg in the liquid film.

hf5h•
tan~a/2!

tan~a f /2!
5h•c~n,nf ! with a f /25arcsinF n

nf
•sin~a/2!G .

(1)

Thus, the film structure can be detected as long as the surface
angle of the film remains lower thana f /2<8.0 deg. Previous in-
vestigations on film flows at the Institute of Thermal Turboma-
chinery~Samenfink et al.@13,15#! revealed that the surface angles
of shear-driven liquid films are mostly smaller. Therefore, the
LFD technique can be applied in order to perform spatial resolved
measurements of the film structure~@16,17#!. In the case that the
maximal angle is exceeded and no measurement can be performed
the sensor gives a specific signal. This allows to discriminate
those cases from valid measurements. Since such strong reflec-
tions are rare the wave structure can be reconstructed easily by
interpolating the missing data points.

Theoretical Background
In this section dimensionless groups and fundamental equations

are provided to characterize the overall flow field. They are all
based on the forces acting in two-phase flows. In the following, a
brief description of the forces dominating the interaction of liquid
film and co-flowing air stream is given. InertiaFI , friction FF ,
and surface tensionFS can be identified as vitally important pa-
rameters to characterize the droplet generation from shear-driven
liquid films ~Kataoka et al.@18#!. Due to the variation of the in-
clination of the flow and the large span of air velocities conducted,

the film flow is not always dominated by shear stress at the phase
interface. Thus, gravityFG has to be taken into consideration
~Spedding et al.@8#!.

Based on this system, four dimensionless groups can be de-
duced for the purpose to describe the film disintegration mecha-
nism: the film Reynolds number Ref , the Weber numberWe, the
Ohnesorge number On, and a modified Froude number Frf . The
Froude number accounts for the inclination angle of the test sec-
tion, i.e., the gravitational force acting in film flow direction. The
superficial velocityuf* of the film is used in its definition, since no
information of the film velocity is available yet. The behavior of
the flow in the developing region is taken into consideration by a
dimensionless film lengthl depending on the hydraulic diameter
of the ductDh54•A/P. An overview of the definitions of all
groups to characterize the flow is given in Table 2.

Especially the studies of Ishii and co-workers are used quite
often for the prediction of the entrainment fraction. Those authors
summarized a large amount of droplet entrainment measurements
performed in the past. Based on these experimental data sets cor-
relations have been developed, to predict the droplet entrainment
fraction EF depending on the operating conditions. Those corre-
lations mainly focus on fully developed flow. Nevertheless, an
approach to describe the starting of the entrainment has been sug-
gested. Thus, the experimental results of the present study are
compared to the prediction according to Ishii and Mishima@19#.

The prediction of the entrainment fractionEF according to Eq.
~2! is done assuming that all liquid above the stability limit of the
film is disintegrated. Two different entrainment mechanisms are
introduced. The so-called wave undercut and shear off roll waves
depending on the flow conditions. This contemplation leads to a
equilibrium entrainment fractionEF` ~cp. Eq.~3!! of droplets in
the gas core and liquid at the wall for a fully developed flow. It
should be mentioned that the definition of both, the film Reynolds
number Ref* as well as the Weber number We* , differ from the
definitions used in this paper as shown in Eqs.~4!–~5!. Thus,
these modified parameters are superscripted by an asterisk.

The following correlations have been introduced by Ishii and
Mishima @19#:

EF5
V̇dr

V̇f1V̇dr

5
V̇dr

V̇tot

(2)

EF`5tanh~7.25•1027We* 1.25Ref*
0.25! (3)

Ref* 5
r fuf* Dh

m f
(4)

We* 5
rgug

2Dh

s S Dr

rg
D 1/3

with uf* 5
V̇f

A
5

V̇f

bH
and Dr5r f2rg .

(5)

In order to describe the entrainment in the developing region an
exponential function has been suggested. A dimensionless lengthz

Table 2 Dimensionless groups used to characterize the two-
phase flow field
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depending on film Reynolds number Ref* and a gas phase velocity
ug* corrected for the droplet content are used. An overview of the
entrance correlation are given in Eq.~5!.

EF~z!5~12e21025z2
!EF`

with z5
1

Dh

ARef*

ug*
andug* 5

ug

A4 sgDr

rg
2 S rg

Dr
D 2/3

(6)

The value of the constant in the relation has been derived based on
experimental data sets of Cousins et al.@20#. A comparison of the
measured entrainment fraction of the present study and the half-
empirical approach is presented in the following.

Experimental Results

Entrainment Fraction. A comparison of measured and cal-
culated entrainment fraction is plotted in Fig. 3 in terms of the
dimensionless numbers described above. The diagram shows mea-
surements of entrainment fraction for horizontal flow. It displays
some shortcomings in the accuracy of the prediction for the
present application, especially taking into account the double-
logarithmic scaling. The calculated values according to the en-
trance correlation~cp. Eq. ~6!! do not match the measured data.
On the other hand the comparison to fully developed flow condi-
tions appears reasonable. Thus, it can be assumed that the devia-
tions occur due to an incorrect characterization of the entrance
effect.

In order to find out the origin of the discrepancies the entrance
effect is analyzed in detail. Therefore, the experimental results are
compared to data according to the exponential entrance function
~cp. Eq.~6!!. A comparison of measured entrainment fractions and
data obtained by the correlation according to Ishii is given in Fig.
4. It can be seen clearly, that the run of the predicted curve does
not match the measured data.

Figure 5 presents a plot of the exponential function defined by
Eq. ~6!. The effect of the Reynolds number in the dimensionless
lengthz is not described properly for the air/oil flow under inves-
tigation as evident in the diagram. The shape of the curve also
differs from the trend given by the measured entrainment frac-
tions. Thus, an adjustment of the model constants is not appropri-
ate in order to improve the predicting quality significantly.

Therefore, a new correlation to characterize the entrainment of
the developing air/oil flow has to be deduced. In order to obtain a
model with a high accuracy, a correlation based on the dimension-
less groups defined in Table 2 is presented in the following. A

separation of the parameters controlling the droplet disintegration
mechanism has been performed to derive singular relationships
for each. Thus, Figs. 6–8 give an overview of measured data sets
separating the parameters film loading~Reynolds number!, shear
stress~Weber number!, film length, and inclination. The anglea
in Fig. 8 is defined positive for upwards directed flow according to
a force balance, which can be derived for a fluid element in the
film.

Fig. 3 Comparison of measured entrainment fraction with cor-
relation according to Ishii and Mishima †19‡ „film length l
Ä30H…

Fig. 4 Comparison of measured entrainment fraction with cor-
relation in entrance region „Ishii and Mishima †19‡…

Fig. 5 Entrainment function in entrance region Ishii and
Mishima †19‡

Fig. 6 Effect of Reynolds and Weber number on entrainment
fraction „film length lÄ30H; inclination aÄ0 deg …
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The correlation derived for the entrainment fraction by the
least-squares method reads as follows:

EF51.042•1027We1.2Ref
0.4l0.8

•S 112.061•1024
Ref

2

WeFrf
D 2.25

. (7)

It has to be pointed out that the correlation has been derived from
all data sets performed within this study~see Table 1!. The calcu-
lated values of the entrainment fraction according to Eq.~7! are
also plotted in the diagrams. In order to give a measure for the
overall prediction accuracy a mean relative error ofDEF/EF
'20% of the measured data and the entrainment fraction corre-
lation can be determined. Since no variation of the Ohnesorge
number has been applied it should be mentioned that the applica-
bility of the formula is restricted to two-phase flows under com-
parable operating conditions.

The overall accuracy in predicting the entrainment fraction with
the newly developed correlation is also confirmed by the results
presented in Figs. 9 and 10. The tests have been performed over a
wide range of flow conditions which are typical for the secondary
air system of modern aero engines. Even though minor deviations
occur in some cases the correlation leads to a significant increase
of accuracy in predicting the entrainment of the air/oil flow under
investigation.

Film Thickness. Film thickness measurements have been
conducted for all operating conditions~see Table 1!. As mentioned
above, time-resolved film thickness measurements can be per-
formed with the LFD technique. Since modeling of liquid films is
usually done by an analysis based on mean values only time-
averaged film thickness are presented here. In order to deduce a
correlation depending on the dimensionless groups according to

Table 2, the experimental results are presented depending on film
loading, air flow rate, and film flow length. Figure 11 shows that
the film thickness decreases with higher air velocities~Weber
number! due to the rising shear stress at the gas/liquid interface.
The increase of shear accelerates the film and additionally in-
creases the droplet generation~cp. Fig. 6!. On the other hand no
significant effect of the film length can be observed at first sight.
This behavior can be explained with respect to the various inter-
locking effects. On the one hand the film loading decreases due to
film disintegration. On the other hand the loss of momentum of
the gas boundary layer leads to a decrease of the shear force. By
this, the negligible influence of the length scale becomes evident.

Fig. 7 Effect of film flow length on entrainment fraction

Fig. 8 Effect of inclination angle on entrainment fraction

Fig. 9 Comparison of measured entrainment fraction and cor-
relation „film length lÄ20H; inclination aÄ0 deg …

Fig. 10 Comparison of measured entrainment fraction and
correlation „film length lÄ30H; inclination aÄ20 deg …

Fig. 11 Comparison of measured film thickness and correla-
tion for different film flow lengths
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The impact of the inclination on the film thickness is displayed
in Fig. 12. The effect is rather small as long as the slope of the
duct is in the range of220 deg,a<20 deg. Nevertheless, the
inclination is taken into account in the correlation presented in the
following. The film thickness decreases for a positive as well as
for a negative inclination angle. An explanation can be derived by
analyzing the gravity effect on the film propagation and the drop-
let generation. In upwards directed flow the force of gravity de-
celerates the film. On the one hand, the film thickness rises up due
to the conservation of mass. On the other hand, a thicker film
exhibits a higher roughness, thereby leading to a higher interfacial
shear stress. This results in an increase of film disintegration ac-
cording to Fig. 8. Since both effects are of same magnitude, the
dependence of the film thickness on the inclination angle becomes
clear. A similar contemplation can be conducted for downwards
directed flow, respectively.

With respect to the findings presented above, the following cor-
relation of the mean film thickness can be obtained:

hf51.714We20.36Ref
0.457

•S 121.096•10214
Ref

4

Frf
2 D 0.375

~mm!. (8)

The fraction term in the formula, taking into account the incli-
nation angle, confirms the considerations discussed above. The
effect of the inclination is controlled both by the stability of the
film via the Reynolds number and by the gravity force via the
Froude number. The predicted film thickness according to Eq.~8!
are also presented in Figs. 11 and 12. The calculated curves match
the measured values very well. A relative error lower than
Dhf /hf<10% of measured and predicted film thickness can be
stated for all operating conditions.

Summary and Conclusions
This paper supplies detailed information on the complex two-

phase flow. Extensive experimental work has been performed un-
der operating conditions typical for the secondary air system of
modern aero engines. Based on this experimental data and ad-
dressing the underlying physical relationships in terms of nondi-
mensional parameters, correlations for the entrained liquid and the
film thickness for air/oil flows have been developed with special
emphasis to the starting length of the flow.

The study reveals that entrainment correlations from literature
are not suitable for the present air/oil flow due to a lack in pre-
diction accuracy. In order to develop detailed models for CFD-
based design tools a relationship based on dimensionless groups is
provided. The accuracy of the correlation is excellent for all test
conditions performed. Due to its nondimensional form it can be
scaled easily to similar applications. Nevertheless, the entrainment

correlation has to be verified for other liquids if the properties
differ significantly from the oil used in the present study.

A global description of the air/oil flow requires not only de-
tailed information of the droplet phase. The heat transfer as well
as the pressure drop is also affected by the properties of the liquid
wall film. Thus, based on experimental data a correlation for the
mean film thickness is presented.
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Nomenclature

A5bH 5 cross-section area~m!
b 5 width of film~m!
c 5 conversion factor

D 5 diameter~m!
f 5 sample frequency~1/s!

EF 5 entrainment fraction
F 5 force ~N!
Fr 5 Froude number
h 5 thickness, distance~m!
H 5 height of duct~m!
l 5 length ~m!

LFD 5 laser focus displacement meter
ṁ 5 mass flow rate~kg/s!
n 5 refraction index

On 5 Ohnesorge number
P 5 perimeter of duct~m!
p 5 pressure~Pa!

Re 5 Reynolds number
u 5 velocity ~m/s!

uf* 5V̇f /A 5 superficial velocity~m/s!
T 5 temperature~K!
V̇ 5 volume flow rate~m3/s!

We 5 Weber number

Greek Symbols

a 5 aperture angle, angle of inclination~deg!
l 5 wavelength~m!

l, z 5 dimensionless film length
n 5 kinematic viscosity~mm2/s!
s 5 surface tension~N/m!

Indices

dr 5 droplet
f 5 film

F 5 friction
g 5 gas
G 5 gravity
h 5 hydraulic
l 5 inertia
S 5 surface tension

tot 5 total
` 5 fully developed
* 5 modified parameter
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A Unique Approach for
Thermoeconomic Optimization of
an Intercooled, Reheat, and
Recuperated Gas Turbine for
Cogeneration Applications
In the present paper, a comprehensive methodology for the thermoeconomic performance
optimization of an intercooled reheat (ICRH) gas turbine with recuperation for cogenera-
tive applications has been presented covering a wide range of power-to-heat ratio values
achievable. To show relative changes in the thermoeconomic performance for the recu-
perated ICRH gas turbine cycle, results for ICRH, recuperated Brayton and simple Bray-
ton cycles are also included in the paper. For the three load cases investigated, the
recuperated ICRH gas turbine cycle provides the highest values of electric efficiency and
Energy Saving Index for the cogenerative systems requiring low thermal loads (high
power-to-heat ratio) compared to the other cycles. Also, this study showed, in general,
that the recuperated ICRH cycle permits wider power-to-heat ratio range compared to the
other cycles and for different load cases examined, a beneficial thermodynamic charac-
teristic for the cogeneration applications. Furthermore, this study clearly shows that
implementation of the recuperated ICRH cycle in a cogeneration system will permit to
design a gas turbine which has the high specific work capacity and high electric efficiency
at low value of the overall cycle pressure ratio compared to the other cycles studied.
Economic performance of the investigated gas turbine cycles have been found dependent
on the power-to-heat ratio value and the selected cost structure (fuel cost, electric sale
price, steam sale price, etc.), the results for a selected cost structure in the study are
discussed in this paper.@DOI: 10.1115/1.1476928#

Introduction

With the deregulation in power generation industry worldwide,
the power generation market is becoming increasingly dynamic
and competitive. In recent years, the observed performance en-
hancements in the gas turbine technologies can be attributed to the
phenomenal advancements in the fields of aerodynamics, materi-
als and coatings, blade cooling, and fabrication technologies.
These technologies have allowed to achieve the turbine inlet tem-
perature~TiT! value of 1500°C~2732°F! and simple cycle effi-
ciency 40% and more~@1,2#!. The use of the hybrid gas turbine
technology, where both metal and ceramics are used for parts
subjected to high temperature, with 8 MW capacity gas turbine
under development for cogeneration applications is another ap-
proach to achieve high cycle efficiency~@3#!.

An alternative approach to improve the gas turbine cycle effi-
ciency which has been investigated and/or implemented is to
modify the Brayton cycle by adopting intercooled compression or
reheat expansion or recuperation or the combinations of one or
more modifications. These modified gas turbine cycles, sometimes
also referred as ‘‘complex cycles,’’ have been analyzed in the past
~@4–10#!. However, limited amount of studies have been made on
the thermoeconomic performance evaluation of an intercooled,
reheat, and recuperated gas turbine in cogeneration applications.

In a recent study by Bhargava et al.@11# a comprehensive ther-

moeconomic analysis of the recuperated intercooled reheat
~ICRH! gas turbine cycle in cogeneration applications revealed
some interesting results, which are summarized below:

1 It was shown that for the power-to-heat ratio value selected
for each load case, the maximum values of cycle efficiency and
Energy Saving Index could be realized with the use of recuperated
ICRH gas turbine cycle in a cogeneration system compared to the
other cycles~namely, ICRH, recuperated Brayton and Brayton
cycles!.

2 For a given load and the selected value of power-to-heat
ratio, the recuperated ICRH gas turbine-based cogeneration sys-
tem obtained the maximum specific work capacity compared to
the other cycles investigated except for the small load case, im-
plying a smaller size~overall dimensions! gas turbine system. For
the small load case (Pel55 MW) examined, the nonrecuperated
ICRH cycle based cogeneration system obtained higher value of
the specific work compared to the other cycles studied.

3 The economic analysis, conducted for one power-to-heat ra-
tio value, suggested that a high size (Pel5100 MW) cogenerative
system utilizing nonrecuperated ICRH gas turbine will provide
better return on the investment compared to the other investigated
gas turbine cycles.

4 For a given load condition~three load cases investigated!,
each investigated cycle was found to have a limited range of the
power-to-heat ratio values achievable. This implied that some
power-to-heat ratio values, at a given load, may not be achievable
for all the cycles.

The importance of power-to-heat ratio in comparing different
cycles used in cogeneration system was appropriately identified
by Bhargava et al.@11#. To fairly and appropriately compare co-
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generation systems utilizing different cycles, it was noted that
their power-to-heat ratio must be the same. However, the earlier
investigation by the authors~@11#! did not address the effects of
power-to-heat ratio on the thermoeconomic performance for a co-
generation system utilizing recuperated ICRH gas turbine cycle.
Additionally, it is not evident from the earlier work~@11#! if the
economic results observed for a large size cogeneration system,
summarized in the observation 3 above, will be valid for medium
and small size cogeneration systems.

Therefore, emphasis of the present paper is to conduct a com-
prehensive thermo-economic optimization analysis of the recuper-
ated ICRH gas turbine cycle in cogenerative applications.

To realize the aforestated objective, the thermoeconomic opti-
mization analyses of the cogenerative systems equipped with re-
cuperated ICRH gas turbine cycle have been performed for the
three load cases.

The effects of fuel cost, electric sale price, and steam sale price
on the economics of recuperated ICRH cycle-based cogeneration
systems covering a wide range of power-to-heat ratio values
achievable have been examined. It must be mentioned that the
thermoeconomic analyses results for the nonrecuperated ICRH,
recuperated Brayton and simple Brayton cycles are included in the
paper for comparison purpose and also to show relative thermo-
economic performance changes with the use of recuperated ICRH
gas turbine in cogeneration applications.

Thermodynamic Analysis

The Plant Layout. Figure 1 shows a schematic layout of the
single-spool recuperated ICRH gas turbine cycle in a cogenerative
application. The thermodynamic analyses of cogeneration systems
utilizing recuperated ICRH gas turbine were performed by adopt-
ing the assumptions and the methodology described by Bhargava
et al. @11#.

In particular, these analyses have been performed for the three
gas turbine sizes: 5 MW, 20 MW, and 100 MW electric power
output; and each of the gas turbine is defined by the values of key
design parameters as reported in Table 1. The values of polytropic
efficiency for compressors and turbines, given in Table 1, are

representative of the selected gas turbine sizes based on the cur-
rent technology while operating at the design-load condition. The
same holds true for the selected values of turbine inlet temperature
given in Table 1. The thermodynamic analyses results presented
here assumes no supplementary firing of heat recovery steam gen-
erator. This approach is taken to limit the number of parameters
affecting performance evaluation of an already complex cycle.
The thermal host is supplied with two thermal streams at a pres-
sure of 1.7 MPa~247 Psig! having different enthalpy content: the
first stream at the economizer outlet as a hot water at 199°C; and
the second stream, at the vaporizer outlet as saturated steam~1.7
MPa at 204°C!.

Methodology. As mentioned before, the methodology to find
the best value of Energy Saving Index (ESIB), for a given cycle
and at a given value of power-to-heat ratio, has been described by
Bhargava et al.@11#. The key steps of the above-mentioned meth-
odology, for a given cycle and load case, are briefly summarized
below:

• A value of the exhaust gas temperature~Tin , see Fig. 1! at the
inlet of heat recovery steam generator~HRSG! is set.

• For an assigned overall cycle pressure ratio (bTOT) and for
the selected value ofTin , the values of electric efficiency and ESI
versus specific power are evaluated. In this case, for every low
pressure compressor~LPC! pressure ratio the corresponding value
of high pressure turbine~HPT! pressure ratio is found within the
imposed bounds ofbTOT andTin .

• Based on the above discussed two steps, for an assignedTin
value, it is possible to get many cycle configurations~for each
bTOT value!. Since for a cogeneration system, it would be impor-
tant to consider configurations corresponding to the maximum
value of ESI (ESIMax), for eachbTOT the values of ESIMax and the
corresponding electric efficiency are then evaluated~by means of
the above steps!. Among all thebTOT values and for the assigned
value ofTin , thebest valueof ESIMax (ESIB) is selected. Subse-
quently, the values of electric efficiency andPel /Qth ratio are
obtained corresponding to the ESIB value identified.

• The thermodynamic performance for different values ofTin
are subsequently calculated by following the above steps and find-
ing the corresponding values of ESIB , electric efficiency and
Pel /Qth ratio.

The results obtained, by using the above described thermody-
namic analysis steps, for medium size (Pel520 MW) cogenera-
tion systems using recuperated ICRH gas turbine cycle are shown
in Fig. 2. It must be noted that the main purpose of including Fig.
2 here is to show the results of steps used in identifying plausible
configurations for a given cycle at a given load.

For each curve~at a selected value ofTin!, the minimum and
maximum values of cycle overall pressure ratio achievable are
reported in Fig. 2. It must be noted that, for comparison purpose,
the results for the recuperated Brayton cycle are also included in
Fig. 2. It is evident that a significant~approximately three percent-
age point! increase in the value of ESIB can be achieved with the
use of recuperated ICRH gas turbine cycle compared to the recu-
perated Brayton cycle.

For the recuperated ICRH cycle at a given load, Fig. 2 also
shows that the values of ESIMax and subsequently ESIB increase as
the values ofTin decrease. For a given load, this observed trend is
associated with the increase in power-to-heat ratio andhel with
the decrease inTin values. Furthermore, there exists an optimum

Fig. 1 Schematic layout of the recuperated ICRH gas turbine
in cogenerative application „dotted lines represent GT cooling
flow streams …

Table 1 Key design parameters for the three gas turbine sizes
investigated

Size ~MW! TiT ~°C! hpc hpe

5 1050 0.88 0.87
20 1200 0.90 0.89
100 1350 0.91 0.90
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value of Tin , for the recuperated ICRH cycle at a given load,
below which the values of ESIMax and ESIB decrease~see Fig. 2!.
Since, ESIMax ~or ESIB! is a function ofhel andh th , this implies
decrease in the values ofhel andh th , for Tin value less than its
optimum value which can be clearly seen in Fig. 2.

It must be mentioned that realizing manufacturing difficulties
which may be encountered with the use of very high overall cycle
pressure ratio, in the present study the cycle configurations are
selected by limiting the overall cycle pressure ratio value to 50.
Therefore, in such cases where for a givenTin the overall cycle
pressure ratio corresponding to ESIB was higher than 50, the se-
lected value of ESIB equals the value of ESIMax corresponding to
the overall cycle pressure ratio of 50.

Thermodynamic Analyses Results. Using the thermody-
namic optimization analysis steps described above, the investiga-
tion was performed for the three load cases reported in Table 1,
the results of which are discussed here. It must be reiterated that
the values of electric efficiency and thePel /Qth ratio, presented in
various figures, are those corresponding to the cycle configura-
tions supplying the ESIB values as explained in step 3 of the
methodology.

For the high size (Pel5100 MW) cogeneration systems, it is
evident that a recuperated ICRH gas turbine-based cogeneration
system provides higher value of electric efficiency at all the values
of power-to-heat ratios considered in the present study~see Fig.
3!. This trend of electric efficiency versus power-to-heat ratio is
also true for the other two load cases investigated in the present
study as shown in Figs. 4 and 5.

The main reason for this observed higher thermodynamic per-
formance can be attributed to the fact that in a recuperated ICRH
gas turbine, higher air temperature exists at entry to the high pres-
sure combustor~CC1! because of waste heat recovery through the
recuperator, and results in the decrease in fuel consumption in the
combustor CC1.

For the high size (Pel5100 MW) cogeneration systems using
the Brayton recuperated cycle, the variation of power-to-heat ratio
is found small~1.025 to 1.094! compared to the other cycles in-
vestigated as shown in Fig. 3. The optimization results show weak
influence of the variation of overall cycle pressure ratio on the

values of power-to-heat ratio, ESIMax and hel . One of the plau-
sible reasons is a very small change inTin values ~395°C to
444°C! as the overall cycle pressure ratio changed from 8 to 15.

It is interesting to note that the recuperated and nonrecuperated
ICRH gas turbine-based cogeneration systems provide similar
thermodynamic performance over a wide range of power-to-heat
ratio for the three load cases examined in the study~see Figs.
3–5!.

However, the optimum value of power-to-heat ratio is higher
for the cogeneration systems using a recuperated ICRH gas tur-

Fig. 2 ESIMax versus hel for different bTOT as a function of Tin
for medium size recuperated ICRH gas turbine-based cogen-
eration systems

Fig. 3 hel versus Pel ÕQth for the four cycles considered „high
size—100 MW …

Fig. 4 hel versus Pel ÕQth for the four cycles considered „me-
dium size—20 MW …
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bine, except for low load case as is evident from Fig. 5, compared
to the cogeneration systems using a nonrecuperated ICRH gas
turbine including the other cycles studied. The high value of
Pel /Qth ratio obtainable with the recuperated ICRH gas turbine-
based cogeneration system compared to the cogeneration systems
using nonrecuperated ICRH and Brayton cycles examined is es-
sentially associated with the use of the recuperator which de-
creases temperature (Tin) of the gas at the HRSG inlet and con-
sequently decreases thermal energy available at the HRSG inlet
and to the thermal utility.

For the medium and small load cases, the Brayton cycle is
found to have comparatively small power-to-heat ratio range as
shown in Figs. 4 and 5. This suggests that the Brayton cycle will
be better suited in cogeneration applications with high thermal
load requirements compared to the other cycles.

The advantage of using recuperated ICRH gas turbine in a co-
generation application is clearly evident from the variation of best
values of Energy Saving Index (ESIB), a direct measure of fuel
savings in a cogeneration plant, versus power-to-heat ratio as
shown in Figs. 6–8 for the three load cases. It is clearly observed
that a significant amount of energy savings can be achieved over a
wide range of power-to-heat ratio values by employing non-
recuperated or recuperated ICRH cycle compared to the other
cycles. Furthermore, the variation of ESIB values reveals that use
of the recuperated ICRH gas turbine in a cogeneration system will
provide higher values of energy savings for plants with low ther-
mal power~high Pel /Qth ratio! needs, particularly, in comparison
to the simple Brayton or recuperated Brayton cycle.

It is evident, based on the thermodynamic analyses results pre-
sented here~particularly, see Figs. 6–8!, that the recuperated
ICRH gas turbine will be more beneficial in cogeneration appli-
cations especially with low-power generation capacity as indi-
cated by comparatively higher increase in the ESIB value at a
given value ofPel /Qth ratio with respect to the Brayton cycle.
The comparison of ESIB values for the three load cases, at a fixed
value ofPel /Qth ratio, suggests somewhat higher improvement in
fuel savings for the recuperated ICRH cycle with respect to the
Brayton cycle for a low load case system as shown in Fig. 9. It
may be noted that to achieve appropriate comparison of ESIB

values for all the cycles at a given load, the value ofPel /Qth used
in Fig. 9 corresponds to the maximum value of ESIB achieved for
the Brayton cycle.

In comparison to the other cycles studied and for all the load
cases examined, the recuperated ICRH cycle shows higher ther-
mal efficiency over the range of power-to-heat ratio values achiev-
able as is evident for midsize (Pel520 MW) case shown in Fig.
10.

For all the load cases examined, it is further observed that the
recuperated ICRH cycle achieves the highest value of specific

Fig. 5 hel versus Pel ÕQth for the four cycles considered „low
size—5 MW …

Fig. 6 ESIB versus Pel ÕQth for the four cycles considered
„high size—100 MW …

Fig. 7 ESIB versus Pel ÕQth for the four cycles considered „me-
dium size—20 MW …
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work ~see Fig. 11! at a given value of power-to-heat ratio com-
pared to the other cycles with few exceptions. This clearly implies
that, for a given value of power-to-heat ratio and a load value~or
TiT!, the recuperated ICRH cycle will allow to reduce size~di-
mensions! of the machine. The exception is that for some load
cases, there exists a power-to-heat ratio value below which ICRH
cycle will have higher value of specific work compared to the
recuperated ICRH cycle as can be seen in Fig. 11.

For all the load cases examined, the recuperated ICRH cycle
provides higher electric efficiency, compared to the other cycles,
while maintaining a low value of the overall cycle pressure ratio
as is evident from Fig. 12. This suggests that implementation of
the recuperated ICRH cycle in a cogeneration system will allow to
design a machine which has high work density and high electric
efficiency at low value of the overall pressure ratio~see Table 2!
compared to the other cycles. Furthermore, as evident from Fig.
12, the recuperated ICRH cycle shows a good amount of gain~for
example, 8% atbTOT520 for a low load case! in electric effi-

Fig. 8 ESIB versus Pel ÕQth for the four cycles considered „low
size—5 MW …

Fig. 9 ESIB versus Pel for the four cycles and for the three
load cases considered „Pel ÕQth ratio constant for each load
case and equal to the value maximizing ESI B for the Brayton
cycle …

Fig. 10 h th versus Pel ÕQth for the four cycles considered „me-
dium size—20 MW …

Fig. 11 Specific work versus Pel ÕQth for the four cycles con-
sidered „medium size—20 MW …
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ciency at a low value of the overall cycle pressure ratio in com-
parison to the simple Brayton cycle~see also Table 2!. For the
three load cases examined, the optimum~corresponding to the
maximum value of electric efficiency for each load case—see
Figs. 3–5! values of the key thermodynamic parameters for the
four cycles studied are summarized in Table 2.

The low optimum values of the overall cycle pressure ratio for
the recuperated ICRH cycle compared to the ICRH cycle for all
the three load cases studied are evident from Table 2. This study
also shows that for the power-to-heat ratio values for which ICRH
cycle becomes comparative to the recuperated ICRH cycle, ICRH
cycle requires a high value of the overall cycle pressure ratio~see
Fig. 12!. Similarly, to achieve high value of electric efficiency for
the simple Brayton cycle, for a given load case, high value of the
overall cycle pressure ratio is required as is evident from Fig. 12
and Table 2.

In the design and optimization of a cogeneration system, the
knowledge of steam produced is an important parameter. A com-
parison of steam generated for different cycles examined in the

present study for high, medium and small size cogeneration sys-
tems are shown in Figs. 13, 14, and 15, respectively.

For appropriate comparison of the four cycles investigated, it
was necessary to normalize the steam mass flow rate (ms) by the
air mass flow rate at the gas turbine inlet (ma). For the load cases
examined, the normalized steam flow rate values are observed to
be higher for the recuperated ICRH gas turbine cycle over a wide
range ofPel /Qth ratio compared to the other cycles investigated.
This observed trend can be attributed, for a given value of
Pel /Qth and gas turbine size, to high specific work capacity asso-
ciated with the recuperated ICRH cycle compared to the other
cycles.

Furthermore, the variation of actual steam flow rate for four
cycles shows different results in comparison to the normalized
steam flow as is evident from Fig. 16. For all the three load cases,
except small size case (Pel55 MW!, the trend in variation of the
actual steam mass flow rate is as anticipated, namely lowest steam
flow rate for the recuperated ICRH cycle in comparison to the

Fig. 12 bTOT versus hel for the four cycles considered „low
size—5 MW …

Fig. 13 m s Õm a versus Pel ÕQth for the four cycles considered
„high size—100 MW …

Table 2 Optimum thermodynamic parameters–full-load cases

hel
~Max! ESIB

W
~kJ/kg! Pel /Qth bTOT bLPC bHPT

High Size
ICRH Rec 0.487 0.458 575 1.15 30 4.6 1.9
ICRH 0.475 0.452 540 1.01 50 3.0 1.6
Brayton Rec 0.459 0.434 385 1.09 10 - -
Brayton 0.448 0.423 323 1.07 50 - -

Medium Size
ICRH Rec 0.467 0.445 488 1.08 25 4.8 1.9
ICRH 0.455 0.439 455 1.03 50 3.2 1.5
Brayton Rec 0.440 0.415 299 1.06 7 - -
Brayton 0.414 0.405 282 0.93 35 - -

Low Size
ICRH Rec 0.435 0.426 385 0.96 17 4.2 2.0
ICRH 0.409 0.412 333 0.86 50 3.8 1.5
Brayton Rec 0.413 0.396 238 0.96 7 - -
Brayton 0.356 0.368 217 0.71 25 - -
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other cycles. For small size case, the amount of steam generated is
lowest for the cogeneration system using ICRH cycle compared to
the other cycles.

It may be noted that the amount of actual steam generated will
have an important impact on the economic analysis as will be
evident from the discussion presented in the Economic Analysis
section.

In summarizing the thermodynamic optimization analyses, it is
evident that a cogeneration system using the recuperated ICRH
gas turbine cycle can achieve maximum thermodynamic perfor-

mance~indicated by high values of electric efficiency and Energy
Saving Index! at the highest value ofPel /Qth ratio.

Also, for a given load case, the highest amount of normalized
steam flow can be produced corresponding to the lowest value of
Pel /Qth ratio ~representing maximum thermal power! for the re-
cuperated ICRH gas turbine cycle-based cogeneration system.
This study clearly shows that implementation of the recuperated
ICRH cycle in a cogeneration system will allow to design a gas
turbine which has high work density and high electric efficiency at
low value of the overall pressure ratio compared to the other
cycles.

A careful economic analysis will determine if the cogeneration
systems with high thermodynamic performance materialize into
economically viable systems. The results of economic analyses for
different cycles at the three load conditions are discussed next.

Economic Analysis
The economic analysis is performed relative to the performance

and cycle configurations identified using thermodynamic optimi-
zation analysis and the results presented in Figs. 3–8. The values
of main economic parameters, assumed for the economic analysis,
are presented in Table 3.

The economic analyses have been performed for different com-
binations of the fuel cost, electric sale price and steam sale price.
Because of the space limitations, only selective charts have been
included here.For a fixed values of the fuel cost ($3/MSCF) and
steam sale price ($7/kpph), first effects of electric sale price have
been evaluated, the results for which are given in Figs. 17–22.
The results for two values of electric sale price (4.5 and 5.5 Cents/
kWh) are presented in the paper.

For the high load (Pel5100 MW) case, DCRR values versus
Pel /Qth ratio are reported at an electric sale price of 4.5 and 5.5
cents/kWh in Figs. 17 and 20, respectively. It is evident that the
recuperated ICRH cycle provides lowest return on the investment
than the other cycles in spite of the fact that it showed highest
thermodynamic performance~as seen earlier in Figs. 3 and 6!.

The observed poor economic performance of the recuperated
ICRH cycle is mainly attributed to the increased equipment cost
and the decreased revenues associated with steam generated in
comparison to the other cycles.

Fig. 14 m s Õm a versus Pel ÕQth for the four cycles considered
„medium size—20 MW …

Fig. 15 m s Õm a versus Pel ÕQth for the four cycles considered
„low size—5 MW …

Fig. 16 m s versus Pel ÕQth for the four cycles and for the three
load cases
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For the high load case examined, it is possible to develop an
economically viable system using recuperated or nonrecuperated
ICRH cycle provided the power-to-heat ratio values are equal or
higher than 1.05.

For a medium size (Pel520 MW) cogeneration system, nonre-
cuperated ICRH cycle has been found economically preferable in
comparison to the other cycles for the power-to-heat ratio values
higher than 0.95 and a suitable electric sale price as shown in
Figs. 18 and 21. Also, the recuperated ICRH cycle can be eco-
nomically viable if the power-to-heat ratio is equal or higher than
1.05 and the electric sale price 5.5 Cents/kWh or higher~see Figs.
18 and 21!. It is further noted that the simple Brayton cycle is
limited in power-to-heat ratio range and the discount cash flow
rate of return~DCRR! value decreases at a faster rate with the
increase in power-to-heat ratio values compared to the other
cycles ~see Figs. 18 and 21!. Also, the Brayton cycle based co-
generation systems show better economic performance at the
lower values~less than 0.95! of power-to-heat ratio compared to
the other cycles studied.

For a small-size (Pel55 MW) cogeneration system, a particu-
lar cycle can be selected depending on the power-to-heat ratio
requirement as shown in Figs. 19 and 22. For this load case also,
as was observed with the medium load case, the Brayton cycle has
a narrow range of power-to-heat ratio and the DCRR values de-
crease at a faster rate as the power-to-heat ratio value increases
compared to the other cycles. Similar to the midsize case, the
Brayton cycle-based cogeneration systems for small size case

Table 3 Main economic parameters assumed for the eco-
nomic analysis

Parameter Unit
Selected
Value

Plant utilization factor % 85
Plant economic life years 20
Loan term years 20
Debt interest rate APR 15
Depreciation period years 10
Construction period years 1.5
Escalation rate % 5
Fuel gas cost $/MSCF 3.0
Utility avoided cost cents/kWh 4.5
Local taxes
and insurance

% of total
investment cost

2.5

Auxiliary power
consumption

% of gross
power generated

1.5

Income taxes flat rate, % of
net revenues

45

Fig. 17 DCRR versus Pel ÕQth for the four cycles considered
„high size—100 MW …

Fig. 18 DCRR versus Pel ÕQth for the four cycles considered
„medium size—20 MW …

Fig. 19 DCRR versus Pel ÕQth for the four cycles considered
„low size—5 MW …
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(Pel55 MW) show better economic performance at the lower
values~less than 0.7! of power-to-heat ratio compared to the other
cycles studied.

It is quite evident that at the electric sale price of 4.5 cents/kWh
for the small load case, not all the investigated cycle will be
considered economically viable because of low return on the in-
vestment.

The effect of increase in fuel cost on economic performance is
to reduce the values of DCRR for each cycle as shown in Fig. 23
for a high load case. The trends in variation of DCRR values are

same for different values of the fuel cost examined and the Bray-
ton cycle shows higher values of DCRR over a wide range of
power-to-heat ratio values~see Figs. 20 and 23!.

The steam sale price showed more pronounced effect on the
economic performance~see Fig. 24! for the small load case. Co-
generation systems using recuperated ICRH and ICRH cycles can
become economically viable at certain values of power-to-heat
ratio. For the small load case (Pel55 MW), the results obtained
further show that the electric sale price higher than 5.5 cents/kWh

Fig. 20 DCRR versus Pel ÕQth for the four cycles considered
„high size—100 MW …

Fig. 21 DCRR versus Pel ÕQth for the four cycles considered
„medium size—20 MW …

Fig. 22 DCRR versus Pel ÕQth for the four cycles considered
„low size—5 MW …

Fig. 23 DCRR versus Pel ÕQth for the four cycles considered
„high size—100 MW …
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will be required for the recuperated ICRH cycle based cogenera-
tion system to be economically preferable at the highPel /Qth
values.

Concluding Remarks
In the present paper, a comprehensive approach for the thermo-

economic performance optimization of a recuperated intercooled
reheat gas turbine for cogenerative applications has been pre-
sented covering a wide range of power-to-heat ratio values achiev-
able. In addition, effects of electric sale price, steam sale price,
and fuel cost in selecting an appropriate cycle, among the four
cycles investigated at a given load, have been presented. To show
relative changes in the thermoeconomic performance for the recu-
perated ICRH gas turbine cycle, results for ICRH, recuperated
Brayton and simple Brayton cycles are also included in the paper.

It is clearly observed that, for the three load cases andPel /Qth
ratio of 0.9 or less, the recuperated and nonrecuperated ICRH gas
turbine-based cogeneration systems have higher thermodynamic
performance compared to the recuperated or simple Brayton
cycle. Furthermore, forPel /Qth ratio greater than 0.9, recuperated
ICRH gas turbine based cogeneration systems have the highest
values of electric efficiency and Energy Saving Index compared to
the other cycles for all the three load cases examined.

From the thermodynamic performance point of view, this study
suggests that the recuperated ICRH gas turbine will be more suit-
able for small size cogeneration systems~5 MW or less! as indi-
cated by the higher incremental value of ESIB with respect to the
simple Brayton cycle~about three percentage point!.

For the load cases examined, the recuperated ICRH gas tur-
bine cycle permits wider power-to-heat ratio range compared to
nonrecuperated ICRH and Brayton cycles, a characteristic benefi-
cial to the cogeneration applications.

This study clearly shows that implementation of the recuperated
ICRH cycle in a cogeneration system will permit to design a gas
turbine which has the high specific work capacity and high elec-
tric efficiency at low value of the overall cycle pressure ratio
compared to the other cycles studied.

For the medium and low load cases, the Brayton cycle has a
narrow range of power-to-heat ratio, and the values of DCRR

decrease rapidly with the increase in the value ofPel /Qth ratio.
This implies that the Brayton cycle will be better suited in cogen-
eration applications with high thermal load requirements com-
pared to the other cycles.

The advantages of recuperated ICRH cycle are also seen in the
normalized steam mass flow rate produced~referred to gas turbine
inlet air mass flow rate! which has the highest value in compari-
son to the other cycles for different load cases examined and at
different values ofPel /Qth ratio. This implies that for a given air
flow rate and power requirements, recuperated ICRH gas turbine
will allow higher steam flow production.

For the load cases investigated, ICRH and recuperated ICRH-
based cogeneration systems will be economically preferable, com-
pared to the other cycles, provided the thermal load requirements
are small~high power-to-heat ratio values!. The steam sale price
showed more pronounced effect on the economic performance.

The observed poor economic performance of the recuperated
ICRH cycle, for the three load cases examined, is mainly attrib-
uted to the increased equipment cost and the decreased revenues
associated with steam generated in comparison to the other cycles.
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Nomenclature

ESI 5 Energy Saving Indexª(F* 2F)/F* 5121/(hel /hel*
1h th /h th* ) where, the variables with the superscript*
refer to values forh th andhel taken equal to 0.8 and
0.37, respectively

F 5 LHV fuel energy supplied in a cogenerative plant
F* 5 total LHV fuel energy supplied in the two separate

plants producing the same amount of electric and
thermal power as that of the cogenerative plant

ma 5 air mass flow rate at the gas turbine inlet
ms 5 steam mass flow rate
Pel 5 electric power output
Qth 5 thermal power supplied to the thermal host

T 5 temperature
Tin 5 temperature at inlet to the HRSG
TiT 5 inlet temperature to the first-stage turbine rotor

bTOT 5 overall cycle pressure ratio
hel 5 LHV electric efficiencyªPel /F
hpc 5 polytropic compression efficiency
hpe 5 polytropic expansion efficiency
h th 5 LHV thermal efficiencyªQth /F

Acronyms

APR 5 annual percentage rate for the debt
CC1 5 high pressure combustor
CC2 5 low pressure combustor

DCRR 5 discount cash flow rate of return
ECO 5 economizer

GT 5 gas turbine
HPC 5 high pressure compressor
HPT 5 high pressure turbine

HRSG 5 heat recovery steam generator
IC 5 intercooler

ICRH 5 intercooled reheat
LHV 5 lower heating value
LPC 5 low pressure compressor
LPT 5 low pressure turbine

MSCF 5 1000 standard cubic foot
REC 5 recuperator
VAP 5 vaporizer

Fig. 24 DCRR versus Pel ÕQth for the four cycles considered
„low size—5 MW …
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Thermoeconomic Analysis of an
Intercooled, Reheat, and
Recuperated Gas Turbine for
Cogeneration Applications—Part
II: Part-Load Operation
The knowledge of off-design performance for a given gas turbine system is critical par-
ticularly in applications where considerable operation at low load setting is required.
This information allows designers to ensure safe operation of the system and determine in
advance thermoeconomic penalty due to performance loss while operating under part-
load conditions. In this paper, thermoeconomic analysis results for the intercooled reheat
(ICRH) and recuperated gas turbine, at the part-load conditions in cogeneration appli-
cations, have been presented. Thermodynamically, a recuperated ICRH gas turbine-based
cogeneration system showed lower penalty in terms of electric efficiency and Energy
Saving Index over the entire part-load range in comparison to the other cycles (nonrecu-
perated ICRH, recuperated Brayton and simple Brayton cycles) investigated. Based on
the comprehensive economic analysis for the assumed values of economic parameters,
this study shows that a midsize (electric power capacity 20 MW) cogeneration system
utilizing nonrecuperated ICRH cycle provides higher return on investment both at full-
load and part-load conditions, compared to the other same size cycles, over the entire
range of fuel cost, electric sale, and steam sale values examined. The plausible reasons
for the observed trends in thermodynamic and economic performance parameters for four
cycles and three sizes of cogeneration systems under full-load and part-load conditions
have been presented in this paper.@DOI: 10.1115/1.1477195#

Introduction
A phenomenal growth in power generation market worldwide

combined with the deregulation and increasing gas prices is mak-
ing power plant developers and designers to give a careful look at
the economics of power generation systems. It may be interesting
to note that in the last 12 months, in some parts of the U.S. the gas
prices have tripled or more. In such circumstances, complex
cycles, namely, nonrecuperated and recuperated intercooled reheat
~ICRH! cycles which were prohibitive earlier because of the high
initial investment cost in spite of their better thermodynamic per-
formance, can become attractive and viable proposition.

There are many process plants where flexibility in power gen-
eration and steam generation is essential. In such applications the
complete knowledge of off-design performance for a given gas
turbine system is critical. This information permits designers to
ensure that there is a sufficient margin between compressor surge
line and the operating line while operating under off-design con-
ditions resulting in safe operation of the system. Furthermore,
off-design analysis will allow to determine in advance economic
penalty due to loss in performance as a result of part-load opera-
tion. It should also be observed that in a cogeneration application,
the part-load working conditions will realize different values of
electric-to-thermal power ratio and subsequently will impact the
economics of the power generation system. Therefore, it becomes
evident that prediction of the part-load performance of a cogen-
eration system is of fundamental importance.

The selection, size, and cost of the two heat exchangers, inter-
cooler and recuperator, is critical for the complex gas turbine
cycle discussed in this paper. An interesting discussion on the
available technologies relating to the intercoolers and recuperators
has been recently presented by Saidi et al.@1# and McDonald@2#,
respectively.

In the previous work of the authors~Bhargava et al.@3#!, ther-
moeconomic performance analysis of recuperated ICRH gas tur-
bine cycle in a cogeneration application at the full-load condition
was addressed. It was shown that the cogeneration system with
recuperated ICRH cycle realizes highest thermodynamic perfor-
mance, under full-load condition, in comparison to the other gas
turbine cycles~nonrecuperated ICRH, recuperated Brayton and,
simple Brayton cycle!. On the contrary, the economic analysis,
conducted for the large size (Pel5100 MW) cogeneration sys-
tems with one power-to-heat ratio value, revealed that the dis-
count cash flow rate of return~DCRR! values were highest for the
nonrecuperated ICRH cycle compared to the other cycles studied.

The main objective of the present study, therefore, is to evaluate
thermodynamic performance of the recuperated ICRH cycle in a
cogeneration application operating under off-design conditions.
This objective is achieved by identifying cycle configurations that
maintain high thermodynamic performance also at the part-load
conditions. Subsequently, a detailed economic analysis has been
performed considering three different part-load operating sce-
narios, to evaluate effects of fuel cost, electric sale price and
steam sale price on the DCRR values. It must be noted that a
similar thermoeconomic analysis has also been performed for
three other gas turbine cycles~namely, nonrecuperated ICRH, re-
cuperated Brayton, and simple Brayton cycle! for comparison
purposes.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-207. Manuscript received by IGTI, Dec. 2000, final revi-
sion, Mar. 2001. Associate Editor: R. Natole.
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Part-Load Thermodynamic Analysis

The Design Performance and Configurations. The thermo-
dynamic analyses have been performed for three gas turbine sizes
of 5, 20, and 100 MW electric power output: each of the gas
turbine is defined by the value of key design parameters as re-
ported in Table 1. The values of polytropic efficiency for compres-
sors and turbines, given in Table 1, are representative of the se-
lected gas turbine sizes based on the current technology.

For the three sizes of cogeneration systems, the main thermo-
dynamic performance parameters obtained at the full-load condi-
tion, for the four cycles investigated, and subsequently used in the
off-design analysis are reported in Table 2~Bhargava et al.@3#!.
The thermodynamic performance for each load case, summarized
in Table 2, corresponds to the specific value of electric-to-thermal
power ratio that was chosen such that all the four cycles can be
compared at the same value.

Off-Design Modeling Technique. In this section, a brief de-
scription of the off-design thermodynamic analysis technique, in-
cluding assumptions made, for a cogeneration system utilizing
recuperated ICRH gas turbine, has been presented. A schematic
layout of the recuperated ICRH gas turbine cycle in a cogenera-
tive application is shown in Fig. 1. As noted earlier, to show
advantages and limitations of the recuperated ICRH cycle com-
pared to the other cycles, the off-design analyses have also been
performed for the three other cycles, namely, nonrecuperated
ICRH, recuperated Brayton, and simple Brayton cycle. The com-
plete thermodynamic analysis has been accomplished by utilizing
a commercial software package.

The part-load operating conditions have been realized by simu-
lating the inlet air mass flow rate change by adjusting the inlet
guide vanes~IGV!, as it is commonly done on the actual ma-
chines. To simplify the analysis, a linear correlation has been as-
sumed between air mass flow rate at the low pressure compressor
~LPC! inlet and the IGV angle as expressed by Eq.~1!. Moreover,
isentropic efficiency of the LPC is assumed to change linearly
with the IGV angle as given by Eq.~2!. It must be noted that both
parametersa andg, assumed constant in the present study for all
the four cycles, have a value equal to 0.01 and 0.003, respectively.

To analyze the high pressure compressor~HPC! at the part-load
condition, the value of inlet mass flow function is assumed con-
stant and equal to its value corresponding to the full-load condi-
tion ~design condition!. Equation~3! is used to estimate the value
of pressure at the HPC inlet under part-load condition. This as-
sumption of constant mass flow function implies a vertical line on
a pressure ratio versus mass flow function compressor perfor-
mance map. Also, the values of isentropic efficiency of HPC,

under various part-load conditions, are assumed constant and
equal to the design value~full-load case!. Pressure at the exit of
HPC, pHPC out, is obtained by adding to the pressure at the high
pressure turbine~HPT! inlet, pHPT in, the pressure drops across the
first combustor,DpCC1, as shown in Eq.~4!.

For analyzing high and low-pressure turbine sections under
part-load conditions, both HPT and low pressure turbine~LPT!
have been assumed to work in choking condition. As a result, the
values of mass flow function for both HPT and LPT, under differ-
ent part-load conditions, are constant and equal to their respective
design values. The values of pressure at inlet to the HPT and LPT,
at different part-load conditions, have been calculated using Eq.
~5! and Eq.~7!, respectively. It must be observed that on the basis
of constant mass flow function at the HPT and LPT inlets, the
HPT pressure ratio is insignificantly affected by the part-load op-
eration and maintains its value very close to the design value.
However, the LPT pressure ratio, even if it decreases from its
design value, it maintains a value that ensures the constant mass
flow function at the LPT inlet.

for LPCH ma5ma0~12aIGV!

h is LPC5h is 0LPC
~12gIGV!

(1)

(2)

for HPCH pHPC in5
mHPC inATHPC in

MFF0HPC in

pHPC out5pHPT in1DpCC1

(3)

(4)

Fig. 1 Schematic layout of the recuperated ICRH gas turbine
in cogenerative application „dotted lines represent GT cooling
flow streams …

Table 1 Key design parameters for the three gas turbine sizes
investigated

Size „MW … TiT „°C… hpc hpe

5 1050 0.88 0.87
20 1200 0.90 0.89

100 1350 0.91 0.90

Table 2 Design performance for the three size cogeneration systems

Pel5100 MW
Pel /Qth51.05

Pel520 MW
Pel /Qth50.95

Pel55 MW
Pel /Qth50.70

Type of
Cycle

hel0
~%!

ESI0
~%!

bTOT hel0
~%!

ESI0
~%!

bTOT hel0
~%!

ESI0
~%!

bTOT

Brayton 44.7 42.5 40.8 41.2 39.7 44.1 35.4 37.1 21.8
Brayton REC 45.3 43.3 13.2 42.6 41.6 12.8 35.7 37.6 15.4
ICRH 46.6 44.5 50.0 44.2 43.7 50.0 37.5 40.6 50.0
ICRH REC 47.0 45.3 50.0 44.5 44.0 50.0 37.3 40.3 50.0
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for HPTH pHPT in5
mHPT inATHPT in

MFF0HPT in

pHPT out5pLPT in1DpCC2

(5)

(6)

for LPTH pLPT in5
mLPT inATLPT in

MFF0LPT in

pLPT out5pamb1Dpout

(7)

(8)

As a consequence, values of isentropic efficiency for the HPT
and LPT have been assumed constant and equal to their design
values at different part-load conditions~Cohen et al.@4#!.

The value of pressure at HPT discharge,pHPT out, is obtained
by adding to the pressure at the LPT inlet,pLPT in , the pressure
drops across the second combustor,DpCC2, as shown in Eq.~6!.
Pressure at the LPT discharge,pLPT out, has been determined us-
ing Eq. ~8! by considering applicable pressure losses (Dpout)
given by the sum of pressure drop across recuperator, pressure
drop across the exhaust stack, and pressure drop across the HRSG.

The LPT stage expansion ratio is determined by means of the
stage enthalpy drop,Dhi , by using Eq.~9!:

Dhi5C iu
2. (9)

Assuming that the average wave speed,u, has the same value
for all the stages, Eq.~9! may be also written as

Dhi5C i

( j 51
nLPTDhj

(J51
nLPTC j

(10)

wherenLPT is the number of stages in the LPT expander. Under
part-load operating conditions, the value ofC i for each stage is
assumed equal to its design value~Bhargava et al.@3#!. As a con-
sequence, the stage enthalpy dropDhi , and the stage expansion
pressure ratio, have been iteratively calculated by means of Eq.
~10!.

During off-design performance evaluation, for the surface areas
of various heat exchangers, the values calculated at the full-load
condition were considered~Bhargava et al.@3#!. Also, the values
of effectiveness and outlet temperature for a given heat exchanger,
at the part-load conditions, have been calculated utilizing a com-
monly used«–NTU method~Kays and London@5# and Rohsenow
et al. @6#!.

The amounts of required cooling air flows, for hot gas path and
the most stressed components, have been evaluated: at the design
load following the work of Benvenuti et al.@7# and at off-design
conditions by assuming that each cooling flow is in choking
condition.

During the off-design analysis for various cycles and load cases
examined, it was ensured that the gas turbine outlet temperature is
always below 650°C, so as not to impose excessive mechanical
and thermal stresses in the last stage of the gas turbine expander.
Moreover, the stack temperature, in all the cases was maintained
higher than 75°C.

Finally, in the entire off-design analysis study, the values of TiT
at the HPT and LPT inlets are maintained equal to their design
values for each size case as defined in Table 1.

Off-Design Thermodynamic Results. In Fig. 2, values of
change in electric efficiency, expressed in percentage with respect
to the design values~as given in Table 2!, at different part-load
conditions are reported for the four cycles and the high load case
(Pel5100 MW). For each cycle, the lower value of part-load con-
dition is limited by the constraints described earlier.

The recuperated ICRH cycle distinctively shows not only the
smallest decrement in the electric efficiency, at different part-load
conditions, but also has the smallest rate of decrease in its value
compared to the other cycles examined in the present study. This

behavior of the recuperated ICRH cycle is beneficial in applica-
tions where the system requires operation under part-load
conditions.

Furthermore, both recuperated cycles, recuperated ICRH and
Brayton, have the lowest decrease in electric efficiency as com-
pared to the nonrecuperated cycles. The observed trend in varia-
tion of the electric efficiency values, at the part-load conditions,
can be attributed to the following reason: at a given part-load
condition, the value of overall cycle pressure ratio decreases and
the LPT outlet temperatures increases, resulting in an increased
heat exchange between air at the HPC discharge and the flue gases
at the LPT discharge in presence of the recuperator. This addi-
tional heat exchange, because of the presence of the recuperator,
decreases the amount of specific fuel energy~fuel energy per unit
air mass flow rate! required and consequently contributing to a
less decrease in electric efficiency of the recuperated cycles com-
pared to the nonrecuperated cycles. The decrease in specific fuel
energy consumption for the recuperated cycles compared to the
nonrecuperated cycles at part-load conditions is clearly seen in
Fig. 3. The values of specific fuel energy for four cycles at design
load condition, for large load case (Pel5100 MW), are also in-
cluded in Fig. 3. For the nonrecuperated ICRH and Brayton
cycles, it is further noted that the specific fuel energy increases at
the part-load conditions as is evident from Fig. 3.

Another trend, namely, the change in electric efficiency of the
ICRH cycle in comparison to the recuperated Brayton cycle under
part-load conditions, as shown in Fig. 2, needs explanation. The
performance of ICRH and recuperated Brayton cycle at the full-
load condition showed higher electric efficiency for the ICRH gas
turbine-based cogeneration system compared to the recuperated
Brayton cycle~see Table 2!. However, under part-load conditions,
recuperated Brayton cycle shows better performance compared to
the ICRH cycle as is evident from Fig. 2. The main reason for this
observed trend is attributed to considerable decrease in specific

Fig. 2 Dhel Õhel0 versus DPel ÕPel0 for high-size cogeneration
plant
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fuel energy for the recuperated Brayton cycle in comparison to
that for the ICRH cycle at different part-load conditions as shown
in Fig. 3.

It should also be observed from Fig. 2, that the ICRH cycle has
a lower decrease in electric efficiency, at the part-load conditions,
than the Brayton cycle. This may be attributed to two factors:

1 The decrease in specific power is lower for the nonrecuper-
ated ICRH cycle than the Brayton cycle~see Fig. 4!. This is be-

cause, for an assigned electric power percentage variation, it was
found that the variation of specific power (Dw) for ICRH results
very close to Brayton values but the relative variations are higher
for Brayton cycle having lower design specific power than ICRH
~seew0 values in Fig. 4!.

2 Under part-load conditions, the change~increase! in specific
fuel energy is negligible for the nonrecuperated ICRH cycle with
respect to its design value~see Fig. 3!. Consequently, the specific
fuel energy required for the combustor CC1 also does not change
appreciably under part-load conditions. Furthermore, the assump-
tion of constant mass flow function at the inlet of HPT and LPT
results in insignificant variation in expansion ratio for the HPT
and inlet temperature to the combustor CC2~see Fig. 5!. As a
result, under part-load conditions and in comparison to the Bray-
ton cycle, the ICRH cycle has minimum decrease inDw/w0, ~see
Fig. 4! and the minimum increase inDq1 /q10 ~see Fig. 3!. Con-
sequently, in comparison to the Brayton cycle, the ICRH cycle
shows smaller decrease inDhel /hel0 values under part-load con-
ditions as shown in Fig. 2.

For a high size (Pel05100 MW) case, the change in Energy
Saving Index value is found lowest, at all the part-load conditions,
for the recuperated ICRH cycle in comparison to the other cycles
examined as is evident from Fig. 6. This aforesaid result, com-
bined with its full-load performance as given in Table 2, clearly
implies that the high-size cogeneration systems utilizing recuper-
ated ICRH cycle maintains high values of ESI both at full-load
and part-load conditions in comparison to the other cycles.

Therefore, it is unambiguously clear that the recuperated ICRH
cycle-based cogeneration systems will be thermodynamically bet-
ter not only at the full-load condition but also at the part-load
conditions, compared to the other cycles examined, a beneficial
requirement for the cogeneration systems.

In spite of the fact that the cogeneration systems utilizing ICRH
cycle showed higher penalty in terms of electric efficiency, com-
pared to the recuperated Brayton cycle as discussed earlier and
seen in Fig. 2, the changes in ESI values, under part-load condi-
tions, are lower for the ICRH cycle. The main reason being avail-
ability of increased thermal energy for the utilities under part-load
conditions for the ICRH cycle as shown in Fig. 7.

Fig. 3 Dq 1 Õq 10 versus DPel ÕPel0 for high-size cogeneration
plant

Fig. 4 Dw Õw 0 versus DPel ÕPel0 for high-size cogeneration
plant

Fig. 5 Modifications to ICRH cycle due to part-load operation
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On the other hand, use of recuperation in recuperated Brayton
cycle reduces thermal energy available for the utilities under part-
load conditions~see Fig. 7!.

The low penalization in terms of ESI for the ICRH cycle is also
confirmed, if the variation in thermal efficiency under part-load
conditions is examined~see Fig. 8!. It is evident from Fig. 8 that,
under part-load conditions, the increase in thermal efficiency is
much greater for the ICRH cycle than the recuperated Brayton

cycle. It is interesting yet equally important to note from Fig. 8 in
combination with Figs. 2 and 6, that the Brayton cycle has the
highest thermal efficiency increase, but also the highest penalty in
terms of ESI and electric efficiency compared to the other cycles
under part-load conditions. On the contrary, recuperated ICRH has
the lowest increase in thermal efficiency, and the lowest decrease
in the values for ESI and electric efficiency. This observed trend is
mainly attributed to the fact that for the ESI value, not only ther-

Fig. 6 DESIÕESI0 versus DPel ÕPel0 for high-size cogeneration
plant

Fig. 7 Pel ÕQth versus DPel ÕPel0 for high-size cogeneration
plant

Fig. 8 Dh th Õh th 0 versus DPel ÕPel0 for high-size cogeneration
plant

Fig. 9 Dm s Õm s0 versus DPel ÕPel0 for high-size cogeneration
plant
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mal efficiency is important for its determination, but also electric
efficiency plays a significant role.

It should also be noted from Fig. 7, that the recuperated cycles,
under part-load conditions, have relatively smaller variation in the
thermal-to-power ratio compared to the nonrecuperated cycles.
This may be explained considering that, for recuperated cycles,
the electric power reduction leads to a reduction of specific power
~see Fig. 4! and not an appreciable increase in specific thermal
power, available for the utilities, due to recuperation. As a conse-

quence,Pel /Qth , for recuperated cycles, is less affected by elec-
tric power variation than nonrecuperated cycles for which a de-
crease in electric power is accompanied by an increase in specific
thermal power.

The changes in steam mass flow rate values~expressed as per-
centage with respect to the design value! for a large-size case
(Pel05100 MW), under part-load conditions, clearly show that
the nonrecuperated cycles have smaller penalty compared to the
recuperated cycles as is evident from Fig. 9. This is a consequence

Fig. 10 Dhel Õhel0 versus DPel ÕPel0 for medium-size cogen-
eration plant

Fig. 11 DESIÕESI0 versus DPel ÕPel0 for low-size cogeneration
plant

Fig. 12 Dm s Õm s0 versus DPel ÕPel0 for medium-size cogen-
eration plant

Fig. 13 Pel ÕQth versus DPel ÕPel0 for medium-size cogenera-
tion plant
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of the fact, as discussed earlier and shown in Fig. 7, that there is
a increase in thermal power available for the utility for nonrecu-
perated cycles compared to the recuperated cycles under part-load
conditions.

The selected results of thermodynamic performance for mid
size (Pel0520 MW) and small size (Pel055 MW) cases, under
part-load conditions, are shown in Figs. 10–14. A closer look of
these results suggests that the trends in variation of various ther-
modynamic performance parameters are similar for the three sizes
of cogeneration systems examined in the present study. Further-
more, the magnitude of changes in various performance param-
eters, except power-to-heat ratio, have not been found affected by
the system’s size under part-load conditions. However, the values
of power-to-heat ratio for different size systems are different for
obvious reason, chief reason being differences in the values of TiT
for the three load cases.

Economic Analysis

The Design Economic Data. The values of various param-
eters used in conducting economic analysis are reported in Table
3. It is important to note that the values given in Table 3 are
project dependent and, therefore, the presented results should be
viewed accordingly.

First, the economic analyses were conducted at the full-load
condition for high, medium, and small-size cases. The results of
economic analyses for thermodynamically optimum configura-

tions, at the full-load condition, for the three load cases considered
are summarized in Table 4. The results presented in Table 4 are for
a specific value of power-to-heat ratio for each load case. A more
detailed study for the range of power-to-heat ratio values for these
load cases has been presented in a companion paper~Bhargava
and Peretto@8#!.

Assumptions for Off-Design Economic Analysis. The eco-
nomic analysis of a cogeneration system under off-design condi-
tions is quite involved, for the simple fact that the plant may not
operate at a given part-load condition for the entire operational
period in a given year. Therefore, some reasonable assumptions
need to be made to simplify the economic analysis. For the
present study, a cogeneration system, of a given size and utilizing
a given cycle, is assumed to operate under one of the four possible
working scenarios during a year~Fig. 15!:

1 at design load~full load! for the entire operational period in
a year.

2 for 75 percent of the operational period in a year at the
design load and 25 percent of the operational period in a
year at 50 percent of the design load.

3 for 50 percent of the operational period in a year at the
design load and 50 percent of the operational period in a
year at 50 percent of the design load.

4 for 25 percent of the operational period in a year at the
design load and 75 percent of the operational period in a
year at 50 percent of the design load.

This approach allows to simulate a cogeneration plant, in a
year, to operate at the design load or part-load condition with a
time-sharing scheme as described by the four scenarios. Obvi-
ously, the plant energy generated in a year~kWh/year! decreases
when passing from scenario 1 to scenario 4. At the same time the
yearly heat rate increases. The main purpose of examining the
scenario 1 is to evaluate comparative effect of part-load operation
on the economic performance.

Fig. 14 Pel ÕQth versus DPel ÕPel0 for low-size cogeneration
plant

Table 3 Main economic parameters assumed for the eco-
nomic analysis

Parameter Unit
Selected
Value

Plant utilization
factor

85

Plant economic life years 20
Loan term years 20
Debt interest rate APR 15
Depreciation period years 10
Construction period years 1.5
Escalation rate % 5
Fuel gas cost $/MSCF 3.0
Utility avoided cost cents/kWh 4.5
Local taxes
and insurance

% of total investment
cost

2.5

Auxiliary power
consumption

% of gross power
generated

1.5

Income taxes flat rate, % of net
revenues

45

Table 4 Design economic data for the three size cogeneration systems

Pel5100 MW
Pel /Qth51.05

Pel520 MW
Pel /Qth50.95

Pel55 MW
Pel /Qth50.70

Type of
Cycle

DCRR
~%!

GPO
~year!

DCRR
~%!

GPO
~year!

DCRR
~%!

GPO
~year!

ICRH REC 49.85 2.1 35.63 3.1 27.38 4.0
ICRH 52.96 2.0 37.58 2.9 29.51 3.7
Brayton REC 49.63 2.1 35.03 3.0 26.07 4.3
Brayton 54.96 1.9 37.18 2.9 29.95 3.7
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The economic analysis has been performed for each scenario
where an average power produced in a year is obtained from Eq.
~11! given below:

Pav5P0

h0

hyear
1P50 percent

h50 percent

hyear
~MW! (11)

whereP0 andP50 percentare the power produced at design load and
50 percent of the design load, respectively;h0 and h50 percentare
the working hours, in a year, at design load and 50 percent of the
design load, respectively;hyear are the plant working hours in a
year ~considering the plant utilization factor!.

The value of yearly fuel consumption is obtained using Eq.~12!
given below:

M fuel5c1S P0h0

hel0LHV
1

P50 percenth50 percent

hel50 percentLHV D ~MSCF/year!

(12)

wherehel0 andhel50 percentare the plant electric efficiency at de-
sign load and 50 percent of the design load, respectively, andc1 is
a constant to obtain the fuel consumption in MSCF/year.

The value of steam generated in a year is obtained by the fol-
lowing equation:

msy5c2~ms0h01ms50 percenth50 percent! ~kg/year! (13)

where c2 is a constant to obtain the mass steam generated in
kg/year.

For a given size cogeneration system utilizing a specific cycle,
first the average values of power generated, fuel consumed and
steam produced have been calculated by using Eq.~11!, Eq. ~12!,
and Eq.~13!, respectively. Subsequently, the economic analysis
has been performed using the assumed values of economic param-
eters given in Table 3.

Economic Analysis Results. A comprehensive economic
analysis has been performed for the four scenarios described
above by evaluating effects of fuel cost, electric sale price, and
steam sale price using the assumed values of key economic pa-
rameters. It is important to reiterate that the results should be
viewed with the understanding that the return on investment val-
ues are based on the assumptions used in this study for economic
parameters including equipment costs. It must be noted that a
large number of charts were generated as a result of the compre-
hensive economic analysis, but only selected charts are presented
in the paper because of space limitations.

It should be noted that the trends in variation of economic per-
formance have been found same for all the scenarios examined
mainly because the same part-load condition has been used in
scenarios 2 to 4. Furthermore, the key difference in these sce-
narios is that the values of rate of return on investment~DCRR!

decrease mainly because the quantities of both electric energy and
thermal energy sold reduce as the operating condition changes
from scenario 1 to scenario 4.

Economic Analysis Results—Scenario 1. For the scenario 1
~i.e., full-load condition! and large-size (Pel05100 MW) case,
simple Brayton cycle achieves better return on investment com-
pared to the other cycles for the entire range of fuel cost, electric
sale price and steam sale price: The effects of electric and steam
sale prices on DCRR values are shown in Fig. 16 and Fig. 17,

Fig. 15 Four different scenarios assumed for the plants work-
ing in off-design condition

Fig. 16 DCRR versus electric sale price for high-size cogen-
eration plant „scenario 1 …

Fig. 17 DCRR versus steam sale price for high-size cogenera-
tion plant „scenario 1 …
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respectively. The main reason for poor economic performance of
the recuperated ICRH cycle, compared to the simple Brayton
cycle, is considerably increased equipment cost and the lost rev-
enues from steam sale. For the recuperated ICRH cycle, the effect
of these two factors could not be offset by its relative increased
thermodynamic performance.

However, for the medium size (Pel0520 MW) case, nonrecu-
perated ICRH cycle achieves higher return on investment for the
entire range of electric sale price, steam sale price and fuel cost
values examined in the present study: for example, the effects of
fuel cost on the DCRR values are shown in Fig. 18. Also, eco-
nomic performance of the recuperated ICRH cycle, compared to
the recuperated and simple Brayton cycles, becomes competitive
~even though still lower than nonrecuperated ICRH cycle! as the
fuel cost increases~see Fig. 18!. This trend in economic perfor-
mance for the medium size nonrecuperated ICRH cycle can be
attributed to the observed higher increase in thermodynamic per-
formance, compared to the large size case, which has been found
sufficient to overcome the increased equipment cost for the non-
recuperated cycle~see Table 2 and Bhargava et al.@3#!. The poor
economic performance of the recuperated ICRH cycle, compared
to the nonrecuperated ICRH cycle, for midsize case is mainly due
to the increased equipment cost and lost revenues associated with
the reduced steam production.

For the small-size case (Pel055 MW) at the full-load, the non-
recuperated ICRH cycle achieves better economic performance
for the range of fuel cost as shown in Fig. 19. Also, the recuper-
ated ICRH cycle can be economically viable at higher fuel cost
even though the DCRR values are lower than the nonrecuperated
ICRH cycle. The lower values of DCRR, corresponding to the
fuel cost of $6/MSCF and higher observed in Fig. 19, suggest a
need for high electric sale price for the small size cogeneration
systems to be economically viable.

Economic Analysis Results—Scenario 4. For the large-size
case under part-load condition in scenario 4, nonrecuperated
ICRH cycle achieves better economic performance for almost the
entire range of fuel cost and electric sale values examined: for
example, the effects of fuel cost on the DCRR values are shown in
Fig. 20. This improved performance of the nonrecuperated ICRH
cycle, at least compared to the simple Brayton cycle can be asso-

ciated with lower penalty in terms of electric efficiency for the
nonrecuperated ICRH cycle as discussed earlier~see Fig. 2!. The
poor economic performance of the recuperated ICRH cycle, com-
pared to the nonrecuperated ICRH cycle, can be mainly attributed
to the increased equipment cost associated with recuperated ICRH
cycle in spite of its improved part-load thermodynamic perfor-
mance as is evident from Fig. 2. Another interesting result to
observe from Fig. 20 is the improved economic performance of

Fig. 18 DCRR versus fuel cost for medium size cogeneration
plant „scenario 1 …

Fig. 19 DCRR versus fuel cost for low-size cogeneration plant
„scenario 1 …

Fig. 20 DCRR versus fuel cost for high-size cogeneration
plant „scenario 4 …
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the recuperated ICRH cycle with the fuel cost higher than $5/
MSCF in comparison to the other cycles except the nonrecuper-
ated ICRH cycle.

The midsize nonrecuperated ICRH cycle under part-load con-
ditions, compared to the other midsize cycles, has been observed
to achieve higher economic performance over the entire range of
cost structure investigated: for example, the effects of electric sale
price on the DCRR values are shown in Fig. 21. Also, the recu-
perated ICRH cycle performs economically better at the part-load

condition compared to the recuperated and simple Brayton cycles
mainly because of its comparatively lower penalty in thermody-
namic performance~see Fig. 10!.

For the small-size case and under part-load condition, the non-
recuperated ICRH cycle economically outperforms other cycles
over the entire range of fuel cost~see Fig. 22! for given values of
electric sale price~8 Cents/kWh! and steam sale price~$3/kpph!.

The higher economic performance of the nonrecuperated ICRH
cycle, in spite of its poor thermodynamic performance, compared

Fig. 21 DCRR versus electric sale price for medium-size co-
generation plant „scenario 4 …

Fig. 22 DCRR versus fuel cost for low-size cogeneration plant
„Scenario 4 …

Fig. 23 DCRR versus fuel cost for medium-size cogeneration
plant „scenario 2 …

Fig. 24 DCRR versus fuel cost for medium-size cogeneration
plant „scenario 3 …
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to the recuperated ICRH cycle, is mainly due to its reduced equip-
ment cost and increased revenues associated with steam produc-
tion ~see Fig. 12!.

Effects of Fuel Cost on Economic Performance. The effects
of fuel cost on the DCRR values for midsize (Pel0520 MW) load
case for all the part-load scenarios, shown in Figs. 23–25, reveal
some interesting observations:~a! the ICRH cycle has the highest
DCRR values in comparison to the other cycles over the entire
range of the fuel cost values examined;~b! the differences in the
DCRR values increase in comparison to the Brayton cycle, par-
ticularly at the high fuel cost values, as the operating hours in a
year for the part-load conditions increase; and~c! the recuperated
ICRH cycle becomes economically attractive at higher values of
fuel cost and with unit operating under part-load condition for
longer duration in a year. Also, the value of fuel cost correspond-
ing to which the recuperated ICRH cycle achieves higher eco-
nomic performance~compared to the other cycles except the non-
recuperated ICRH cycle! decreases as the yearly generated energy
decreases at a part-load condition.

In summarizing the economic analysis results, it is obvious that
the midsize nonrecuperated ICRH cycle, compared to the other
cycles, achieves higher return on investment under full-load and
part-load conditions over the entire range of fuel cost, electric
sale, and steam sale values.

The main reason for poor economic performance of midsize
recuperated ICRH cycle, compared to the same-size nonrecuper-
ated ICRH cycle, under part-load operation are two folds: higher
equipment cost and increased penalty in steam generation.

The obtained results also show that the differences in DCRR
values for the four cycles, when considering effects of fuel and
electric sale prices and operating under full-load and part-load
conditions, are small~less than 2–4 percent! as is evident, for
example, from Figs. 16, 18–21. This observed trend can be attrib-
uted to the small differences in thermodynamic performance for
different cycles at a given operating condition and the selected
value of power-to-heat ratio. For example, the maximum values of
difference in electric efficiency between Brayton and recuperated
ICRH cycle are 2.3 percent, 3.3 percent, and 1.9 percent for 100
MW, 20 MW, and 5 MW load cases, respectively, at the full-load

operating condition as is evident from Table 2. Furthermore, the
differences in electric efficiency values between recuperated and
nonrecuperated ICRH cycles are less than 0.5 percent for the three
load cases examined~see Table 2!.

It is evident that the part-load analyses at different values of
power-to-heat ratio are required to obtain complete understanding
of the economic performance for the cycles investigated here.

Conclusions
A systematic approach to conduct thermo-economic analysis

for the recuperated ICRH cycle and its comparison with the other
cycles ~nonrecuperated ICRH, recuperated Brayton and simple
Brayton cycles! in cogeneration applications has been presented in
this paper. Based on the thermoeconomic analysis approach pre-
sented and implemented for three sizes of cogeneration systems,
the following concluding remarks can be made:

1 In cogeneration applications of the three sizes considered, the
recuperated ICRH cycle shows the lowest amount of penalty in
terms of electric efficiency and energy saving index at different
part-load conditions in comparison to the other cycles investi-
gated.

2 The lower amount of penalty in terms of electric efficiency
for the recuperated Brayton cycle in comparison to the nonrecu-
perated ICRH and Brayton cycles, under part-load conditions for
all the three load cases, has been attributed to the considerable
decrease in specific fuel energy for the recuperated Brayton cycle.

3 The thermal efficiency increase of the recuperated ICRH and
recuperated Brayton cycle, in cogeneration applications at differ-
ent part-load conditions for all the three load cases, are lowest as
compared to the nonrecuperated cycles~simple Brayton and ICRH
cycle!. The main reason being that these two cycles have lowest
values of thermal energy available for the thermal utility because
of the use of recuperator in the cycle.

4 For the large load case (Pel5100 MW) under full-load and
part-load conditions, simple Brayton cycle shows higher eco-
nomic performance for the range of fuel cost, electric sale price
and steam sale price in spite of its poor thermodynamic perfor-
mance, compared to the other cycles with few exceptions. The
main reason for the higher economic performance for the Brayton
cycle can be attributed to the lowest equipment cost, higher steam
generation capacity both of which offset increased penalty in
terms of electric efficiency. However, the ICRH cycle provides
better economic performance, compared to the other cycles under
part-load conditions, for fuel cost higher than 4 $/MSCF. The
reason for the observed trend, under part-load condition for the
large-load case, can be associated with highest performance pen-
alty of the Brayton cycle compared to the other cycles.

5 For a midsize cogeneration system, the nonrecuperated ICRH
cycle provides higher return on investment, both at the full-load
and part-load operations, for the entire range of fuel cost, electric
sale, and steam sale values examined in the present study in spite
of the fact that its thermodynamic performance has been found
lower than the recuperated ICRH cycle. These observed differ-
ences are mainly attributed to the increased equipment cost and
decreased revenues from steam sale for the recuperated ICRH
cycle.

6 For the small load case (Pel55 MW) under full-load and
part-load conditions, the ICRH cycle shows better economic per-
formance for the range of fuel cost and electric sale price com-
pared to the other cycles.

7 The obtained results also show that the differences in DCRR
values for the four cycles, when considering effects of fuel and
electric sale prices and operating under full-load and part-load
conditions, are small~less than 2–4 percent!. This observed trend
can be attributed to the small differences in thermodynamic per-
formance for different cycles at a given operating condition and
the selected value of power-to-heat ratio. For example, the maxi-
mum values of difference in electric efficiency between Brayton

Fig. 25 DCRR versus fuel cost for medium-size cogeneration
plant „scenario 4 …
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and recuperated ICRH cycle are 2.3 percent, 3.3 percent, and 1.9
percent for 100 MW, 20 MW, and 5 MW load cases, respectively,
at the full-load operating condition.

8 The recuperated ICRH cycle showed better economic perfor-
mance, compared to the simple Brayton and recuperated Brayton
cycles under part-load conditions at all the load cases examined,
at the higher fuel cost values.
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Nomenclature

ESI 5 Energy Saving Index:5(F* 2F)/F* 5121/(hel /hel*
1h th /h th* ! where the variables with the superscript*
refer to values forh th andhel taken equal to 0.8 and
0.37, respectively

F 5 LHV fuel energy supplied in a cogenerative plant
F* 5 total LHV fuel energy supplied in the two separate

plants producing the same amount of electric and
thermal power as that of the cogenerative plant

IGV 5 inlet guide vane
m 5 mass flow rate

MFF 5 mass flow function:5mAT/p
p 5 pressure

Pel 5 electric power output
Qth 5 thermal power to the utilities
q1 5 specific fuel energy:5F/ma
T 5 temperature

Tin 5 temperature at inlet to the HRSG
TiT 5 inlet temperature to the first-stage turbine rotor

u 5 average blade speed
w 5 specific power:5Pel /ma

bTOT 5 overall cycle pressure ratio
bHPT 5 HPT pressure ratio
bLPC 5 LPC pressure ratio

Dh 5 stage specific enthalpy drop
hel 5 LHV electric efficiency:5Pel /F5w/q1
h th 5 LHV thermal efficiency:5Qth /F
hpc 5 polytropic compression efficiency
hpe 5 polytropic expansion efficiency

C 5 aerodynamic loading parameter:5Dh/u2

Subscripts and Superscripts

0 5 design case
a 5 air

in 5 inlet
out 5 outlet

Acronyms

APR 5 annual percentage rate
CC1 5 high pressure combustor
CC2 5 low pressure combustor

DCRR 5 discount cash flow rate of return
ECO 5 economizer

GT 5 gas turbine
GPO 5 gross payout period
HPC 5 high pressure compressor
HPT 5 high pressure turbine

HRSG 5 heat recovery steam generator
IC 5 intercooler

ICRH 5 intercooled reheat
LHV 5 lower heating value
LPC 5 low pressure compressor
LPT 5 low pressure turbine

MSCF 5 1000 standard cubic foot
REC 5 recuperator
VAP 5 vaporizer
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Conformable Eddy-Current
Sensors and Arrays for Fleetwide
Gas Turbine Component Quality
Assessment
The conformable Meandering Winding Magnetometer (MWM®) eddy current sensors and
MWM-arrays provide new inspection capabilities for gas turbine components. The sen-
sors provide measurements of coating thickness and absolute electrical conductivity,
which can capture features of interest for a population of components, e.g., for tracking
fleetwide trends in quality and aging, failure evaluations, and correlating failure origins
to features of specific fleet population segments. Inspection applications include metallic
and nonmetallic coating thickness and porosity measurement, detection of cracks on com-
plex surfaces, imaging and detection of small flaws, thermal degradation monitoring, and
cold work quality assessment. For example, the U.S. Air Force uses the MWM for cold
work quality control on all of the C-130 propeller blades that go through the Warner
Robins ALC. For P-3 and C-130 propeller blades, trend analysis is being performed
fleetwide. This paper describes MWM technology advances for absolute property mea-
surements and specific capability demonstrations. Multifrequency quantitative inversion
methods used for coating characterization are also used for characterization of process-
affected zones, such as shot peen quality or titanium alpha case characterization.
@DOI: 10.1115/1.1477196#

1 Introduction and Background
In service, effective monitoring of critical gas turbine compo-

nents blades and vanes for condition and remaining life assess-
ment is essential to address both safety and cost concerns. Cost-
effective condition assessment and remaining life prediction for
overlay coatings and thermal barrier coatings~TBCs! require an
accurate, practical, and fieldable nondestructive method that pro-
vides relevant information about thickness and degradation of the
coatings as well as degradation of the substrate.

Conventional nondestructive testing equipment has a limited
capability to characterize TBCs as it can measure no more than
two variables independently, typically coating thickness and liftoff
where liftoff is defined as the proximity of the material under test
to the eddy current sensor. This is a severe limitation, as many
coated systems require measurement of additional parameters,
such as the coating porosity~electrical conductivity! and/or the
substrate conductivity. As indicated by Auld and Moulder@1#, for
conventional eddy-current sensors ‘‘nominally identical probes
have been found to give signals that differ by as much as 35%,
even though the probe inductances were identical to better than
2%.’’ Characterization of overlay coatings and TBCs with conven-
tional eddy current sensors is rendered impractical by this lack of
sensor reproducibility, difficulty in modeling of the complex
winding interactions with layered media, and effects of liftoff and
probe tilt on complex shaped components. These limitations for
curved parts have been overcome through a combination of con-
formable sensors and independent determination of liftoff and
other variables using the MWM.

Using a spatially periodic field conformable eddy-current sen-
sor such as the MWM and a quantitative model-based inversion
algorithm, a nondestructive method has been developed for char-

acterization of nonmagnetizable metallic coatings on nonmagne-
tizable substrates~@2#!. The current method permits independent
and simultaneous measurement of three unknown variables; in the
case of TBCs, these unknowns include ceramic topcoat thickness,
metallic bond coat porosity, and metallic bond coat thickness. It is
applicable for manufacturing quality control of overlay coatings
and TBCs and for in-service inspection of those coating/substrate
combinations that do not become magnetizable in service. The
method also works for some weakly magnetic coatings~@3#!.

The MWM Sensor—The MWM is an inductive, eddy-current-
based sensor designed specifically for nondestructive material
characterization. The sensor consists of a meandering primary
winding for creating the magnetic field and secondary windings
located on both sides of the primary for sensing the response. The
windings are typically fabricated onto a thin and flexible substrate,
producing a conformable sensor. Micro-fabrication techniques are
employed to produce the MWM sensors, resulting in essentially
identical sensors. The winding pattern of the sensor permits the
interactions of the periodic magnetic field with multiple layered
media to be modeled accurately. This significantly reduces cali-
bration requirements. For example, in some situations an ‘‘air cali-
bration’’ can be used to measure a component’s absolute electrical
conductivity without calibration standards. For characterization of
coatings with MWM, standards with coatings are not required;
calibration is performed on a reference part having the approxi-
mate properties of the substrate, such as an uncoated section of
material at the blade root. Figure 1 provides schematics of~a! a
single sensing element sensor,~b! an MWM-array sensor with
four sensing elements, and~c! a deeper penetration MWM-array
with multiple differential and absolute sensing elements. Scanning
with MWM sensors or with MWM-arrays provides the capability
for imaging the material properties and conditions.

The Measurement Grid-Based Inversion Methods—The MWM
sensor response is converted into material or geometric properties
using measurement grids. These grids are used to map the mag-
nitude and phase of the transimpedance into unknown properties
of interest. The grids are two-dimensional databases, which can be

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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displayed graphically to support procedure development. Typi-
cally, grids relate two measured parameters to two unknowns,
such as the electrical conductivity and liftoff, or metallic coating
thickness and liftoff. Three-dimensional versions of the measure-
ment grids, called grid lattices, are discussed in Section 2.1.

For overlay coatings and TBCs, the MWM with inversion al-
gorithm first provides a measure of effective absolute conductivity
as a function of frequency and liftoff. Then, for the metallic bond
coat or overlay coating, thickness and porosity are determined. In
the case of TBCs, the liftoff provides a measure of ceramic coat-
ing thickness to within62 mm; reproducibility of better than
61.5 mm, day to day, has recently been demonstrated by NASA
Glenn Research Center using the MWM and grid methods for
ceramic thickness measurements~@4#!.

Earlier Results—The MWM technology has shown the capa-
bility to measure nondestructively the coating thickness for a va-
riety of as-manufactured MCrAlY coatings, aluminide coatings,
and other metallic coatings on various substrates. For example,
the MWM can be used to monitor thermal degradation of the
overlay coatings and bond coats for PtAl coating~@5#!. In one
study, MWM measurements on high-nickel Alloy U520 compo-
nents correlatated with the degree of increasing sigma phase pre-
cipitation in well-characterized samples provided by Westing-
house Power Corporation~@6,7#!. In another study, the MWM was
used to characterize embrittled Alloy 718 samples provided by
Idaho National Engineering and Environmental Laboratory.

MWM resistivity measurements were found to be repeatable and
correlated well with specimen high-temperature exposure time
~@6#!. The thermal degradation evidenced by decreases in resistiv-
ity has been shown to cause reduction in material toughness~@8#!.

2 Characterization of Coatings and Substrate
Materials

2.1 Grid Lattices and Multiple-Frequency Algorithm for
Determination of Three Variables. A multiple-frequency algo-
rithm has been developed for the independent determination of
three properties associated with the coating evaluation. This algo-
rithm has successfully been applied to as-manufactured coatings
and has the potential for evaluating service-aged coatings. In this
algorithm, three-dimensional grid lattices are used. The lattices
are sets of two-dimensional measurement grids, where each grid
describes the sensor response to changes in coating thickness and
liftoff at a given coating conductivity. The lattices shown in Fig. 2
contain coating thickness—liftoff grids for four values of the coat-
ing conductivity at 1 MHz and 6.31 MHz. Within each grid, the
spacing between the grid points indicates the sensitivity for inde-
pendently estimating the coating thickness and liftoff. The grid
spacing depends on the difference between the coating and sub-
strate conductivities. The lattices of Fig. 2 are relatively coarse for
visualization purposes, with only 140 lattice points~seven coating

Fig. 1 „a… Single-sensing element MWM sensor, „b… MWM-array, and „c… tapered MWM-array

Fig. 2 Coating thickness—liftoff grid lattices for MCrAlY coating family

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 905

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



thicknesses, five liftoffs, and four coating conductivities!, whereas
a typical lattice has on the order of 20,000 points.

2.2 Thickness Measurements on As-Manufactured
Samples. For components with conductive coatings, the effec-
tive electrical conductivity near the surface is measured with a
wide-frequency range instrument. It is essential that this instru-
ment provides accurate impedance magnitude and phase at each
frequency for a wide range of operating conditions~a commer-
cially available JENTEK multiple frequency impedance instru-
ment was used for this purpose!. Typical results are shown in Fig.
3~a!. For the uncoated samples, the conductivity is constant with
frequency. For the coated samples, the low-frequency response
tends toward the substrate conductivity as the skin depth of the
magnetic field becomes large compared to the coating thickness.
The high frequency response becomes small compared to the
coating conductivity as the skin depth of the magnetic field ap-
proaches the coating thickness~@9#!.

Fig. 3 MWM results for MCrAlY on IN 738; „a… multiple-frequency MWM effective conductivity data for different coating
thicknesses, „b… MWM metallic bond coat thickness results compared to metallography thickness and requested
thickness „ideal …. The samples were provided by Innogy Ltd.

Fig. 4 Schematic representation of a degraded MCrAlY
coating

Fig. 5 MWM multiple-frequency measurements for both sides of blind test samples
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Fig. 6 Representative conductivity Õliftoff measurement grids used for characterization of the coated samples in the EPRI round
robin. These grids assume a uniform conductivity, i.e., no coating.

Fig. 7 „a… Comparison of the MWM multifrequency effective conductivity measurements for training set and
blind test samples on one side of each sample without a shim, „b… MWM measured beta-phase layer thickness
versus reported beta-phase layer thickness for blind test set

Table 1 Comparison of the layer thickness values estimated based on the MWM measure-
ments with reported metallographic data. The training set consisted of samples WT1, WT2,
WT4, and BT5. The blind test set was comprised of samples B1 through B5, W3, and W5. „Zone
1–internal b-depleted zone, Zone 2–external b-depleted zone ….

Sample Side

Coating Thickness
Reported by EPRI,mm

Coating Thickness
Estimated from MWM measurements,mm

Zone 2 b-phase Zone 1 Zone 2 b-phase Zone 1

WT1 T 0.0 134.4 0.0 0.7 136.4 0.0
WT1 B 0.0 136.2 0.0 2.6 134.5 0.0
WT2 T 20.1 122.7 0.0 21.7 115.2 0.2
WT2 B 22.9 115.1 0.0 17.5 119.6 0.0
WT4 T 47.1 57.0 33.7 41.3 64.0 31.8
WT4 B 43.1 61.2 36.5 43.8 57.6 35.7
BT5 T 56.0 27.8 54.0 55.9 26.1 55.2
BT5 B 51.4 23.1 54.7 57.0 23.1 57.0
B1 T 0.0 132.0 0.0 1.8 135.3 0.0
B1 B 0.0 140.9 0.0 0.0 139.6 0.0
B2 T 14.5 122.4 8.9 18.7 118.4 0.0
B2 B 11.6 114.2 8.1 21.6 115.5 0.0
B3 T 17.9 94.6 14.9 25.6 105.1 6.5
B3 B 19.7 98.0 16.8 23.8 109.6 3.7
B4 T 37.5 62.6 34.0 42.7 60.3 34.0
B4 B 33.2 52.6 38.1 45.2 53.8 38.1
B5 T 118.7~reported as Zone 1; includes Zone 2; nob! 64.0 4.8 68.2
B5 B 48.5 15.2 61.5 58.6 19.0 59.5
W3 T 26.4 94.4 15.4 28.0 98.6 10.4
W3 B 27.9 78.0 19.1 32.0 88.2 16.9
W5 T 50.2 35.2 46 56.4 24.8 55.9
W5 B 46.9 27.6 45.9 54.3 30.3 52.6

RMS error~mm! 6.57 6.31 6.78
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The data in Fig. 3~b! shows a comparison of the measured
coating thickness values with those requested from the manufac-
turer. For a few of these samples, the actual MCrAlY coating
thickness, determined by destructive metallographic measure-
ments, was substantially different than the nominal thickness re-
quested from the coating supplier. The data suggest that MWM
with grid methods provided an accurate coating thickness mea-
surement when compared to the metallographic measurements on
the same samples. For MCrAlY coatings, the MWM coating
thickness values are generally reliable in the 100 to 250mm ~4 to
10 mil! range.

2.3 MWM Characterization of Service-Aged MCrAlY
Coatings1. The MWM was recently used to characterize artifi-
cially degraded MCrAlY coatings. This characterization was con-
ducted as a part of Electric Power Research Institute~EPRI! round
robin testing. The objective was to demonstrate the capability to
provide a quantitative assessment of coating degradation for
MCrAlY coatings used on combustion turbine blades. MWM
measurements were initially performed on five training set
samples. These included one noncoated GTD-111 as-machined
specimen and four samples with PWA 286 coating on both ‘‘top’’
and ‘‘bottom’’ surfaces. According to information provided in the
test protocol, three of the four coated samples in the training set
were aged.

After completing measurements on the training set, multiple
frequency MWM measurements were performed on seven
samples provided for the blind test. For each sample, four MWM
measurements were made, i.e., two on each side of the sample,
one with the sensor placed directly on the surface, and another
with a 25-mm ~0.001-in.! thick insulating shim. The data were
processed with quantitative, model-based inversion methods to
estimate the thicknesses of the top three coating layers shown
in Fig. 4.

MWM results for the blind test samples are shown in Fig. 5.
The effective conductivity was obtained at each frequency using
conductivity/liftoff measurement grids. Figure 6 shows the mea-
surement grids for three of the frequencies. The flat conductivity
response in Fig. 5 corresponds to the baseline~reference! response
of the nonaged substrate. Measurements with and without an in-
sulating shim placed between the MWM sensor and the sample
provide very similar results, indicating that the measured effective
conductivity is not affected by liftoff. Figure 7~a! shows MWM
measured effective conductivity for the coatings on the top surface
of the samples, without a shim, for both the training set and blind
test samples. The uppermost curve corresponds to the as-coated
sample. The aged samples from the training set show a progres-
sion of decreasing effective conductivity across the frequency
range reflecting the effects of degradation due to aging. The ef-
fective conductivities of the blind test samples are similar to those
measured on the training set samples, which suggests that the
training set samples adequately represent the blind test samples
and that estimation methods based on the training set data should
apply to the blind test samples. The MWM measurement results
were analyzed using an estimation algorithm based on a model for
the sensor response to obtain the various layer thicknesses. Table
1 shows a summary of the estimation results comparing the
MWM measurements to the reported layer thickness values based
on metallographic measurements~@10#!. The numbers beneath the
table indicate the root-mean-square~RMS! of the errors between
the metallographic data and the MWM based estimates for each
layer of the blind test samples. The RMS error of theb-phase
zone thickness estimates based on the MWM measurements is
about 6mm ~see Fig. 7~b!!.

3 Characterization of Process-Affected Zones

3.1 Alpha Case Thickness Measurement in Titanium Al-
loys. Alpha case can form at the surface of titanium alloys as
the result of aggressive machining or during cooling of titanium
castings in a mold. This oxygen-rich phase is relatively brittle
and can provide initiation sites for cracks. To demonstrate the
MWM capability to detect alpha case and quantify its thickness,
measurements were performed on cast titanium samples with
varying alpha case thickness. One of these samples is a stair-
step cast sample, supplied by Howmet, that has eight regions
with reported alpha case thicknesses of 5.1 to 24.5 mils. The
alpha case thickness varies along the surface due to the differ-
ences in cooling rates associated with the sample thickness
variations.

Two methods, multiple-frequency measurements and single-
frequency measurements, have been used to estimate the thickness
of the alpha case. For the single frequency measurements, it was
assumed that the alpha case can be represented as a discrete layer
on the titanium alloy substrate and that the conductivities of both
phases are known so that coating thickness/lift-off measurements
grids could be used. Figure 8 presents results of the alpha case
thickness estimation from single frequency measurements. The
value of the MWM measurement at each point is a weighted av-
erage of two neighboring regions since the sensor footprint has a
finite width.

3.2 Shot Peening Process Quality Control Monitoring.
Shot peening is a commonly used process for introducing com-
pressive residual stresses at the surface of fatigue-critical areas
of components. In this process, a high-velocity stream of shot
or a special flapper tool is used to plastically deform a near-
surface layer. The intensity of the shot peening process is gener-
ally measured with Almen strips placed at various positions
around the part. Within the plastically deformed~cold-worked!
layer, high compressive residual stresses are locked in. The elec-
trical conductivity of the cold worked layer is lower than the
conductivity of the underlying base metal, which can be detected
with the MWM.

Figure 9 shows the results of multiple frequency MWM mea-
surements for two aluminum alloys. The plot on the left shows the
results for Al 2024 samples prepared by Boeing while the plot on
the right shows the results for Al 7076 propeller blades provided
by Warner Robins. In these measurements, the unpeened sample
conductivity was essentially constant with frequency. For the
peened samples, the effective conductivity varies with frequency.
The thickness of the process-affected zone can be estimated based
on the multiple frequency data, assuming that the processed zone
is a discrete layer over an unprocessed substrate. The estimated
affected zone thickness is shown in Fig. 10 for both the Boeing
and Warner Robins samples.

1The authors would like to thank Mr. Kenji Krzywosz of EPRI NDT Center for
his review of this section.

Fig. 8 MWM measured and reported nominal alpha case thick-
ness over the stair-step cast sample
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For quality control monitoring during manufacturing processes,
it is generally more desirable to monitor the intensity of the shot
peening process directly on the peened surfaces rather than indi-
rectly with Almen strips. This can be accomplished using a sim-
plified, two-frequency approach, through the ratio of effective
conductivities measured at a relatively high frequency and a rela-
tively low frequency. This method has provided good results for
aluminum alloys and is expected to work for gas turbine compo-
nent materials as well.

4 Conclusion
The key advantage of MWM sensors is the capability to pro-

vide consistent absolute property data for a population of in-
spected components. The MWM sensor has the potential to be-
come an efficient monitoring and diagnostics tool for fleetwide
quality assessment of gas turbine components. The MWM sensors
and MWM-arrays can provide traceable information on changes
in the coating and potentially in the substrate in terms of absolute
physical properties of interest. It is an effective and affordable
method for building a database of coating performance to support
trend analysis and engineering/maintenance/procurement deci-
sions within a utility or for a fleet of gas turbines.
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Real-Time On-Line Performance
Diagnostics of Heavy-Duty
Industrial Gas Turbines
This paper describes the results of real-time, on-line performance monitoring of two gas
turbines over a period of five months in 1997. A commercially available software system
is installed to monitor, analyze and store measurements obtained from the plant’s distrib-
uted control system. The software is installed in a combined-cycle, cogeneration power
plant, located in Massachusetts, USA, with two Frame 7EA gas turbines in Apr. 1997.
Vendor’s information such as correction and part load performance curves are utilized to
calculate expected engine performance and compare it with measurements. In addition to
monitoring the general condition and performance of the gas turbines, user-specified
financial data is used to determine schedules for compressor washing and inlet filter
replacement by balancing the associated costs with lost revenue. All measurements and
calculated information are stored in databases for real-time and historical trending and
tabulating. The data is analyzed ex post facto to identify salient performance and main-
tenance issues.@DOI: 10.1115/1.1413465#

1 Introduction
Even under the best possible operating conditions, the perfor-

mance of a gas turbine is subjected to deterioration due to com-
pressor fouling and corrosion, inlet filter clogging, thermal fa-
tigue, and oxidization of hot gas path components such as
combustion liners and turbine blades.

The performance degradation attributed to compressor fouling
is mainly due to deposits formed on the compressor blades by
particles carried in by the air that are not large enough~typically a
few microns diameter! to be blocked by the inlet filter. Depending
on the environment, these particles may range from dust and soot
particles to water droplets or even insects. These deposits result in
a reduction of compressor mass flow rate, efficiency, and pressure
ratio which in turn causes a drop in gas turbine’s power output
while increasing its heat rate. This type of degradation is by far
the dominant mode. Indeed, several studies of heavy-duty indus-
trial gas turbines suggest that the decrease in output can easily
reach five percent after a month’s operation~e.g.,@1#!.

Fortunately, compressor fouling is a ‘‘recoverable’’ degradation
in that it can be alleviated by periodic on-line and/or off-line
compressor washes. In an on-line wash, distilled water is injected
into the compressor while the gas turbine is running such that
water droplets impact the blades at high speeds to loosen and
partially remove deposits. However, complete performance recov-
ery can only be achieved by an off-line wash where distilled water
~sometimes mixed with a special detergent! is sprayed into the gas
turbine while being rotated by the starter at the crank speed.

Inlet filter clogging reduces gas turbine air flow and compressor
inlet pressure and thus adversely affects gas turbine performance.
Replacing the old filter with a new one can recover the lost
performance.

The performance degradation associated with hot gas path com-
ponents is influenced by myriad factors such as fuel quality, num-
ber of starts, amount of water/steam injection etc. and it is com-
monly referred to as ‘‘nonrecoverable.’’ Typically, for a base load
machine this type of degradation can be 0.2–0.3 percent of the

nominal ~when new and clean! rating after a month’s operation
~@2#!. The only remedy for nonrecoverable degradation is an en-
gine overhaul.

Although the benefits of compressor washing and inlet filter
replacement are undoubted, the frequency of on-line and off-line
washes and the type of detergent solvents to be used~if at all! and
when to replace the filter are widely debated issues. It is essential
to develop maintenance schedules based on the characteristics of
the engine and its operating environment and/or cycle in order to
balance the maintenance costs with lost revenue and extra fuel
costs~@3#!.

In this paper, results obtained from an on-line monitoring sys-
tem for two industrial gas turbines will be presented in a way to
clarify the general issues enumerated in the preceding paragraph.
The monitoring system itself, results and financial benefits thereof
specific to the installation site were the subject of an earlier paper
by Gülen et al.@4#.

2 Plant Description
The 245-MW gas-fired combined-cycle cogeneration power

plant consists of two GE PG7121EA gas turbines with evaporative
inlet coolers, one 72-MW condensing, dual admission/dual extrac-
tion, axial exhaust steam turbine, and two heat recovery steam
generators~HRSGs!. The plant is designed to deliver up to
150,000 lb/hr of steam to a steam host at 675 psia and 750°F and
injection steam to the gas turbines at 310 psia and 550°F for NOx
control. Plant construction started in Oct. 1991, and it was com-
mercially operating by July 1993.

Both gas turbines are primarily controlled by GE Mark IV
Speedtronic control systems which are connected to the overall
plant distributed control system~DCS!. The on-line performance
monitoring system was installed in Apr. 1997 and interfaces with
the DCS to obtain gas turbine data tags.

3 System Description
The software system used for performance monitoring and sub-

sequent data analysis is a complete unattended on-line real-time
performance monitoring system that is designed to track the cur-
rent and historic technical and financial performance of a gas tur-
bine. The operating principle of the software is shown in Fig. 1.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-312. Manuscript received by IGTI, Nov. 1999; final revi-
sion received by ASME Headquarters, Feb. 2000. Associate Editor: D. Wisler.
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The performance monitoring suite consists of separate modules
for gas turbine model configuration, on-line performance monitor-
ing, data trending, and tabulating.

All software modules are 32-bit Windows programs designed to
run on IBM-compatible personal computers~PC! with Windows
95 or NT operating systems~OS!. The on-line monitoring module
interacts with the plant’s DCS via a special software module. The
interface mechanism is the dynamic data exchange~DDE! proto-
col. A proprietary Windows program provided by the DCS manu-
facturer is the data source in the DDE conversation and the data
link module is the data destination.

At a user-specified interval, the data link module requests up-
dated values for each of the gas turbine data tags identified during
the gas turbine model configuration phase. The updated values are
stored in an ASCII data file that is continuously queried by the
main monitoring module. When the module finds that its input file
contains new data, it reads and processes the new data. In the
application described herein the monitoring module reads a new
data every ten seconds and averages data in intervals of one
minute, one hour and one day. For more details of the software
description, the reader is referred to Gu¨len et al.@4#.

4 Gas Turbine Performance
The performance expected from the gas turbine at its undete-

riorated condition at prevailing site and loading conditions can be
found as follows:

Yj ,x5Yj ,b)
i 51

7

Xi j (1a)

whereYj is a performance parameter of the gas turbine guaran-
teed by the manufacturer when the gas turbine was~i! in its new
and clean condition at the time of the acceptance test, or~ii ! in its
condition at the time of any performance test which is going to be
used as a benchmark. The subscriptsx andb denote expected and
baseline values, respectively. The four cardinal gas turbine perfor-
mance parameters are listed in Table 1.Xi j are the correction

factors at a given value of a specific turbine operation parameter,
i, which, when multiplied with the baseline value of a turbine
performance parameterYj , reflect the change inYj due to a
change ini ~see Table 2!.

When the gas turbine is running at part load, the performance of
the gas turbine is calculated as

Yj ,x5P j S Yj ,b)
i 51

7

Xi j D (1b)

where P j is the part load correction factor to the gas turbine
performance parameterYj . For the gas turbine power output, i.e.,
j 51, P j is the gas turbine’s loading factor expressed as a fraction.
For the others,P j is determined from manufacturer’s part load
correction curves.

4.1 Compressor Performance. For a given speed, there is
a characteristic line that describes the flow versus pressure ratio
relationship for any axial or centrifugal compressor. This line has
an upper limit that is referred to as the surge point and a lower
limit that is commonly called as the choke or stonewall point. At
the given speed, a compressor can operate in a stable fashion only
between these two points. Above the surge point, airflow within
the compressor will reverse directions rapidly, thereby leading to
severe vibration and equipment damage. Below the choking point,
flow will not increase and compressor operation will become un-
predictable. The collection of characteristic lines over a certain
range of rotational speeds comprises the performance map of a
given compressor. The performance map usually also includes
lines of constant adiabatic efficiency which are referred to as ef-
ficiency contours.

The compressor performance map is a very useful diagnostic
tool that lends itself to engine performance monitoring with the
most readily available measurements. The manufacturer’s perfor-
mance map for the compressors of their gas turbine can be speci-
fied during model configuration phase. Unfortunately, few turbine
manufacturers publish such data. Although compressor maps for
certain engines can be found in the literature, they are few and far
between and not easy to locate. A representative compilation is
available in a commercial software, GasTurb 8.0~@5#!. One can
certainly construct a compressor map from the operational data.
However, this would require a reliable set of historic DCS data
that is usually not the case.

When flow, rotational speed and compressor delivery pressure
are expressed in nondimensional terms, effects of any changes in
the compressor air inlet conditions and physical properties are
eliminated. Furthermore, such normalized performance maps of a
variety of compressors are found to be nearly identical~e.g. see
@6#!. The relevant flow, speed, and pressure rise parameters, re-
spectively, are defined as follows:

F5
ṁART0

p0
Y S ṁART0

p0
D

design

(2a)

N5
N

ART0
Y S N

ART0
D

design

(2b)

Fig. 1 How the on-line real-time performance monitoring sys-
tem works

Table 1 Cardinal gas turbine performance parameters, Yj

j GT Parameter Yj

1 gross output at generator terminals
2 gross heat rate at generator terminals
3 exhaust gas temperature
4 exhaust gas mass flow rate

Table 2 Correction factor to Yj , Xij

i Correction in Yj for

1 ambient Temperature~or Compressor Inlet Temperature if
there are inlet coolers and/or heaters!

2 ambient Pressure
3 ambient Humidity~or compressor inlet humidity if there

are inlet coolers!
4, 5 inlet and exhaust pressure drops
6, 7 water/steam injection
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P5
p2

p0
Y S p2

p0
D

design

(2c)

whereṁ is the compressor air mass flow rate,p is the pressure,T
is the temperature,N is the rotational speed, andR is the gas
constant. Subscripts 0 and 2 refer to compressor inlet and exit,
respectively.

5 Gas Turbine Performance Degradation

5.1 Compressor Fouling. The difference between expected
and measured powers gives the lost kilowatts due to gas turbine
degradation. However, this information does not enable one to
separate the effects of compressor fouling~recoverable! from
those of hot gas path degradation~nonrecoverable!.

The monitoring software algorithm utilizes the fact that nonre-
coverable performance degradation proceeds at a rate that is ap-
proximately one order of magnitude slower than that for recover-
able degradation by attributing the lost power entirely to
compressor fouling. The effect of nonrecoverable degradation is
introduced by using a user-specifiedrecovery factor, that is

Plost5fnPx2Pa (3)

wheref is the recovery factor for power output,Pa is the actual
measured power output, andn is the number of the off-line com-
pressor wash since on-line monitoring started. Thus, we account
for the fact that each off-line compressor wash restores only a
fraction ~equal tof! of the power output previously restored by
the preceding crank wash, andnth off-line compressor wash re-
stores onlyfn fraction of the original~baseline! power output.

A similar consideration applies to the heat rate; i.e., each off-
line wash restores the heat rate to a level slightly higher than that
restored by the preceding wash. In that case, extra fuel burned can
be expressed as

Fxtra5 f a2fnf8nf x (4)

wheref8 is the recovery factor for the heat rate,f a and f x are
actual and expected fuel mass flow rates, respectively. The values
of f andf8 used herein are 0.998 and 1.005, respectively.

The average linear rate of change of power lost due to compres-
sor fouling at a given timet can be found from

P5
2

t2 E
0

t

Plost~ t !dt. (5)

Similarly, for the average linear rate of change of the extra fuel
burned due to compressor fouling

F5
2

t2 E
0

t

Fxtra~ t !dt. (6)

It can then be shown that the optimum time to do an off-line
compressor wash is given by

t* 5A 2Cm

PCp1FCf
(7)

whereCm , Cp , andCf are cost of maintenance, power sale price,
and fuel purchase price, respectively, andt* is the time from the
last compressor off-line wash. The on-line monitoring software
uses these formulas in its algorithm to continuously update the
estimated off-line compressor wash dates as new data is received
and processed.

Note that, although compressor fouling is detrimental to gas
turbine output and heat rate, it actually decreases the fuel con-
sumption at full load. For a typical Frame 7 machine, a 2.5 per-
cent decrease in compressor efficiency and five percent reduction
in air mass flow results in a 7.5 percent decrease in output and a
2.9 percent increase in heat rate whereas the fuel consumption
drops by 4.8 percent. The net financial impact, however, is almost
always negative unless the fuel purchase price is extremely high

and/or power sale price is too low. The beneficial effect of an
engine degradation on fuel expenditure is somewhat counterintui-
tive and deserves a closer look. This point and the condition under
which the net financial impact can even be positive are expounded
on in the Appendix.

5.2 Inlet Filter Fouling. For a gas turbine, neglecting leak-
age and assuming no blow-off during normal operation, the mass
flow rate of air entering the compressor is equal to

ṁair5ṁexh2ṁfuel2ṁinj . (8)

From the baseline values of exhaust gas, fuel, and steam/water
injection mass flow rates we determine a flow coefficientC for the
inlet filter such that

ṁair5C
~rDpin

nc!n

mm (9)

wherer is the density of inlet air,m is the viscosity andDpin
nc is

the new and clean inlet pressure loss across the inlet filter. Expo-
nentsm andn have different values for laminar and turbulent flow
regimes. UsingC and the measured values of fuel and steam/
water mass flow rates along with the exhaust mass flow rate de-
termined from the engine part load curves in the above equations,
a pressure drop across the filter is calculated. This pressure drop
would only result with a filter that was new and clean. Lost gen-
erating capacity due to inlet filter fouling is found as follows:

Plost5PxS X41
nc

X41
21D . (10)

The superscriptnc denotes that the correction factorX41 ~see
Table 2! is calculated using the new and clean inlet pressure drop
obtained from Eq.~9!. The resulting value is then used to evaluate
the impact of filter clogging on gas turbine’s performance as de-
scribed in Section 6.2.

The filter replacement dates are estimated using the same logic
and formulas presented above for compressor wash schedule by
replacing the lost power and extra fuel terms by their correspond-
ing definitions. Similar considerations described at the end of Sec-
tion 5.1 apply to effects of inlet filter fouling as well.

6 On-Line Monitoring Results
At the time the monitoring system was installed in the plant,

both gas turbines were nearly four years old. Thus, nominal base-
load performance data was specified using the average of several
full-load measurements prior to monitoring system installation.
Inlet filters for both gas turbines were installed in Nov. 1995,
seventeen months prior to the installation. Off-line compressor
washes were performed on gas turbines A and B on Apr. 28 and 19
1997, respectively. Also in April, gas turbine B was taken off line
for a hot gas path inspection and compressor discharge packing
replacement. The firing temperature was upgraded by 15 deg.

Two on-line monitor modules run separately for each gas tur-
bine in unattended mode on a PC with a Microsoft® Windows NT
OS in the plant’s administration building. The data acquired by the
software and calculated performance parameters are written into
Microsoft® Access databases that are stored in a dedicated folder
on the plant owner’s wide area network. For the analysis pre-
sented herein, the data is downloaded via modem to a remote PC
and the monitoring module is run in the off-line~calculator! mode.
The figures in the paper are generated using the Trend module and
the daily-average data in the databases.

6.1 Compressor Performance. The monitoring system is
used to track the compressor degradation and optimize the main-
tenance schedule. One specific goal was to assess the effective-
ness of on-line washes and the benefit of using detergents. An
on-line compressor wash program was developed in order to
achieve this objective. Between May 5 and June 24 1997, both gas
turbines had on-line washes with distilled water only. From June
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24 on, gas turbine A compressor was subjected to on-line washes
with detergent three times a week while gas turbine B was kept on
water-only washing program.

Trends of the capacity factor1 for both units shown in Fig. 2
indicated several facts:

~a! for both units engine degradation progressed at a rate of
roughly one percent a month.

~b! after about two months engine degradation stabilized at a
the level of two percent.

~c! there was no discernible benefit associated with using de-
tergent in on-line washes as opposed to using distilled wa-
ter only, and

~d! there was a constant one percent difference between units A
and B although both engines were identical.

During the same period, the heat rates for both gas turbines
increased roughly by one percent. These findings indicate that the
compressor fouling observed in both gas turbines is consistent
with the lower end of the spectrum of observations for heavy
industrial gas turbines as reported in the literature. The results
supported the use of on-line water washes to limit compressor
degradation and the previously reported exponential law behavior
of compressor fouling due to the stabilization of the deposits on
the blades~e.g., see,@3#!.

The average linear rate of deterioration of output for both gas
turbines as observed in capacity factor trends was calculated to be
approximately 0.7 kW per hour. The average linear rate of de-
crease in the fuel mass flow rate, on the other hand, was found to
be 0.2 lb/h per hour. Substituting these rates into Eq.~6! along
with the financial information, the next crank wash was estimated
to be 2400 hours from the last one.

Compressor discharge measurements for unit A corrected for
the ambient conditions are shown in Fig. 3. Same trends are ob-
served for unit B as well. There is a four–five percent decrease in
the corrected discharge pressure that stabilizes after two months
similar to the trend observed in output degradation. The corrected
discharge temperature~CDT! shows an unexpected-trend in that it

first decreases and then increases. This in turn results in decreas-
ing and increasing compressor adiabatic efficiency trend. This re-
sult, at first puzzling, can be explained by examining the hourly
trends of the corrected CDT and the adiabatic efficiency in Fig. 4.

The four on-line water wash periods can be clearly identified by
the pronounced spikes in the hourly-averaged trends of Fig. 4.

These spikes are due to the inter-cooling effect of the evaporat-
ing water droplets as they are compressed and heated within the
compressor. The increase in efficiency and decrease in CDT be-
tween the on-line washes can also be clearly seen. The spikes are
~about 1.5 percent in efficiency and five–ten deg in CDT! major
enough to cause a strong bias in daily averages. Thus, in the
period following the off-line wash when the compressor was thor-
oughly clean the water washes bias the daily averages to the ex-
tent that they show the compressor getting progressively
‘‘cleaner.’’ The intercooling effect slowly decreases over time as
deposits build up and the daily-averaged plots start revealing the
expected deterioration trends.

For a quick evaluation of the compressor degradation, pressure
and flow parameters can be plotted on the compressor perfor-
mance map as shown in Fig. 5. Note that the horizontal and
vertical axes are normalized and corrected compressor air mass
flow parameter~Eq. 2a! and pressure rise parameter~Eq. 2c!,
respectively.

The performance map in the figure is the default map used by
the monitoring software that is based on the generic map pre-
sented in Saravanamuttoo and MacIsaac@6# and it should be a
reasonably close approximation of a Frame 7 gas turbine’s axial
compressor. In Fig. 5, it can be seen that for the same period as in
Fig. 2 there is a five percent drop in compressor air mass flow
parameter and a eight percent drop in compressor pressure rise
parameter. The trend displayed on the map in Fig. 5 represents a
shift in the operating point to the left and downward. Clearly, the
shift in the speed line and partially the trends in the mass flow and
pressure rise parameters are due to the increase in ambient tem-
perature and humidity. Typically, for a 7EA the decrease in mass
flow and pressure rise parameters due to a four percent increase in
ambient temperature~absolute! and 40 percent increase in relative

1Capacity factor, expressed as a percentage, is defined as the ratio of the measured
power output to the expected power output.

Fig. 2 Capacity factor for units A „symbol h… and B „symbol ¿…
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humidity would be 3.6 percent and 5.6 percent respectively. The
significant difference in measured values is clearly attributable to
compressor fouling.

6.2 Inlet Filter Performance. Each gas turbine has a
single-stage self-cleaning intake air filtration system with an
evaporative cooler downstream. The inlet filter utilizes cylindrical
filter elements that are sequentially cleaned by reverse flow pulses
of compressed air. The operational pressure drop is between two
and three inches of H2O and the cleaning cycle starts when the

pressure drop across the elements reaches the upper limit. The
evaporative cooler consists of a direct-contact, irrigated media
utilizing cross-fluted cellulose pads impregnated with anti-rot salts
and rigidifying saturants with an operational pressure drop of 0.25
in. H2O.

For both gas turbines, between 5/1/97 and 9/28/97, the trends
shown in Fig. 6 indicated a performance degradation of roughly
25 kW per month due to inlet filter clogging. During this period
the inlet pressure drop~inlet filter plus evaporative cooler! in-

Fig. 3 Conpressor discharge data „corrected … for unit A. „Left axis Ä°F and right axis Äpsig. …

Fig. 4 Hourly trends of corrected CDT and adiabatic efficiency for unit A
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creased from 2.9 to 3.1 in. H2O for unit A. Unit B displayed the
same trend, but the measured drops were on the average 0.05 in
H2O higher.

For both gas turbines A and B, the trends shown in Fig. 7
indicated less fuel burned due to inlet filter clogging at a rate of
roughly 9 lb/h per month. Balancing the effects of both perfor-
mance changes~converted into monetary terms using user-defined

power prices and fuel costs! with the cost of filter replacement, a
filter replacement date of 2.7 years from the last replacement date
~end of 1995 for both units! has been predicted.

However, samples of filter units sent to its manufacturer and an
independent consultant for testing revealed that they were deterio-
rated to the point of performing below minimum filtering specifi-

Fig. 5 Normalized and corrected compressor performance parameters for unit A

Fig. 6 Lost power generating capacity †MW‡ due to inlet filter fouling for units A „symbol h… and B
„symbol ¿…

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 915

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cations. These findings prompted the decision to replace the inlet
filters in the summer of 1999. This experience clearly demon-
strates that the pressure drop by itself is not a sufficient criterion
to determine inlet filter performance degradation.

6.3 Gas Turbine Performance. During monitoring it was
observed that gas turbine B had a consistently higher output than
gas turbine A. On the average, the difference was roughly one
percent of the nominal baseline output as shown in Fig. 2. Over
the time period considered, i.e., approximately 2000 hours of op-
erating between 5/1/97 and 9/28/97, this translated to a lost power
production of nearly 1800 MWh. For an annual service factor2 of
80 percent at base load this is equivalent to an annual loss of 6300
MWh.

The trend plot shown in Fig. 8 implied that, although both gas
turbines had identical temperature control curves, gas turbine A
exhaust temperature as calculated by the monitoring software was
roughly three deg below the control value.

To investigate this trend further, a quick visual diagnosis has
been obtained from the exhaust temperature map utility of the
Trend module as shown in Fig. 9. These plots are intended to be
used in determining faulty combustors or fuel injectors using the
known swirl angle for a particular engine. Indeed, it can be seen
that unit A has two ‘‘hot’’ spots, i.e., thermocouples 1 and 12.

From Figs. 8–9, it is quite clear that the ‘‘hot’’ thermocouples
at the exhaust duct of gas turbine A cause a bias in the control
exhaust temperature signal of gas turbine A~which is an average
of eighteen thermocouples!. In other words, the exhaust tempera-
ture control signal is higher than the actual exhaust temperature
and thus results in underfiring. The monitoring system’s sensor
validation detected the two outliers, thermocouples 1 and 12, and
re-calculated an average exhaust temperature that is a better rep-
resentation of the actual value and pointed to the source of the
problem.

Exhaust temperature of gas turbine B, on the other hand, either
corresponded to the control temperature or was one degree higher
~Fig. 10!. The exhaust temperature plot in Fig. 11 indicated a

‘‘cold’’ spot for unit B. The ‘‘cold’’ thermocouple 5 at the exhaust
duct of unit B has the opposite effect of the ‘‘hot’’ ones in unit A;
i.e. the control signal is lower than the actual exhaust temperature
resulting in over-firing although the bias was not as severe in unit
B as in unit A. Consequently, everything else being the same, an
exhaust temperature difference of four deg corresponds to a seven
deg difference in firing temperature and roughly 0.6 percent dif-
ference in the power output.

On the other hand, when we factor in the 0.35 percent lower
polytropic compressor efficiency for unit B and a 0.35 percent
increase in turbine efficiency,3 this results in power output defi-
ciency of roughly 1 percent for unit A and an decrease of 12 deg
in turbine inlet temperature.4 Performance tests conducted in Apr.
and May of 1997 qualitatively agree with these observations
based on the analysis of the stored data.

Unit A turbine section was overhauled in Oct. 1998 during a
major scheduled outage. This resulted in an increase in turbine
efficiency as confirmed by a performance test conducted in Nov.
1998. Furthermore, firing temperature of unit A was also increased
by 11 deg. Test results confirmed that unit A output increased
substantially to the point that it exceeded unit B output by roughly
0.5 MW.

6.4 Combustor Performance. An important diagnostic pa-
rameter that is calculated by the monitoring software is the shape
factor. Also known as the profile factor, this parameter is the ratio
of the maximum exhaust thermocouple reading to the average of
all exhaust temperature thermocouples. It is a measure of the ex-
haust temperature spread that is the difference between highest
and lowest thermocouple readings. Excessive and sudden changes
or consistent upward trends in the shape factor may indicate com-
bustor or fuel distribution problems. As can be seen in Fig. 12,
unit A combustor shape factor displayed such an upward trend.

From the exhaust temperature map of Fig. 9, thermocouples 1

2Service factor is the operational use expressed as a percentage on an annual basis
~8760 hours.!

3Note that turbine efficiency calculations require proprietary information and thus
not included in the analysis algorithm. The assumption was based on the fact that a
hot gas path inspection and maintenance was performed on unit B in April 1997.

4This analysis was carried out by using the GE7121EA gas turbine model of a
commercially available heat balance software, GT PRO.

Fig. 7 Extra fuel burned †lb Õs‡ due to inlet filter clogging for units A „symbol h… and B „symbol ¿…
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Fig. 8 Deviation of average exhaust temperature from DSC control temperature signal †°F‡ for unit A

Fig. 9 Exhaust temperature profile for turbine A
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and 2 are identified as the highest and lowest reading sensors,
respectively. The plot of the difference between the two thermo-
couples, i.e., the spread, shows a clear upward trend in Fig. 13. A
combustor inspection is required when this spread reaches a value
of 70 deg. The trend in Fig. 13 indicated that this particular level
of deterioration would be reached in about five to six months.

7 Summary and Conclusions
A real-time on-line performance monitoring system was in-

stalled in a combined cycle cogeneration power plant with two
Frame 7 gas turbines. The program runs continuously and unat-
tended in a real-time on-line mode to monitor two gas turbines.
Collected data is stored in database files on a network and is
available to local and remote users for historical plots, real-time
monitoring, and other data analysis purposes. The software ana-
lyzes data for predicting off-line compressor wash and filter re-
placement scheduling. The software also calculates gas turbine
parameters such as shape factor and compressor efficiency that
can be used for on-line or off-line diagnostic as well as prognostic
purposes.

The results highlighted several important aspects of gas turbine
operation and maintenance:

• regular on-line washing performed three times a week with
demineralized water keeps compressor fouling at a minimum. No
benefits were observed for using detergent in on-line washes. This
is to be expected because the primary cleaning mechanism in the
on-line wash is the water droplet impact on the first five-six row
blades that loosens the deposits. There is ample evidence in the
literature that for typical frame engines the degradation in output
can reach ten percent or more in 2,000 hours of base load opera-
tion. In the plant discussed herein the degradation in the same
period was about two percent.

• the previously observed exponential law trend in output deg-
radation was confirmed by the trends of this paper. In the absence
of on-line washing, the mechanism was thought to be the stabili-
zation of the thickness and shape of the blade deposits. In ma-

chines with regular on-line water washes, the mechanism can be
the re-deposition of the dirt loosened from the front rows of
blades on the back rows or a combination of the two.

• over short term, performance degradation due to filter pres-
sure drop is negligible as compared to compressor fouling. In this
study, over 2000 hours of base load operation the lost generating
capacity due to excess inlet filter pressure drop was measured
roughly to be 70 MWh~at a rate of 25 kW per month!. This
translates to roughly five percent of the lost generation capacity
due to compressor fouling in the same period~at a rate of 0.7
kW/h or 500 kW per month.!

• inlet filter fouling is a long-term maintenance consideration.
Most filters have a manufacturer recommended life of two years.
In this project it was discovered that excess inlet pressure loss is
one consideration in deciding whether to replace the inlet filter
not. It is also important to ensure that filter elements are healthy
enough to perform their job of blocking microscopic particles
contributing to compressor blade deposits.

• an important performance degradation source can be the com-
bustor problems. This was demonstrated by the underfiring of unit
A. This problem, if not remedied, could lead to an annual lost
generating capacity equivalent to 7800 MWh at base load. Most
gas turbine controllers such as GE’s Speedtronic Mark IV are able
to detect and discard bad thermocouple readings to generate a
reliable control signal. However, if the individual deviations~due
to possible combustor problems! are not excessive, the resulting
bias of a few degrees can still result in significant loss of output.
Thus identifying and continuously trending exhaust thermocouple
spread can pinpoint problems resulting from presently mild devia-
tions that can lead to potentially serious engine problems or result
in lost revenue.

In order to put these results into dollars and cents, consider an
80 MW base load unit with a service factor of 80 percent and
power sale price of 3¢/kWh. The fuel cost is assumed to be $2/
MMBtu and the total cost of an off-line wash is estimated at
$10,000 including labor, materials and downtime. Regular on-line

Fig. 10 Deviation of average exhaust temperature form DCS control temperature signal †°F‡ for unit B
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Fig. 11 Exhaust temperature profile for turbine B

Fig. 12 Combustor shape factor for unit A
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washing would recover $200,000 worth of power generation ca-
pacity. Compressor fouling, if not remedied by off-line washes,
would result in $300,000 worth of lost power generating capacity
annually assuming a two percent capacity factor loss with an ex-
ponential law trend. Performing an off-line compressor wash at
intervals of 1500 hours would save the operator $20,000 annually.

The savings will increase with increasing engine size, service
factor, and fouling rate. The savings will be directly proportional
to power sale price and inversely proportional to fuel costs and
off-line wash expenses. For the example numbers cited above, a
software package that would estimate the optimum off-line wash
interval would pay for itself in six months at a licensing cost of
$10,000. This payback period would be proportional to the sav-
ings if only compressor maintenance is taken into consideration
and could be even much shorter if the software helps to shed light
on situations similar to that described in Section 6.3.

For a discussion of the actual benefits of the system in the site
of installation the reader is referred to Gu¨len et al.@4#.

Appendix
The following relationship exists between the efficiency and

power output of a gas turbine:

1

h
}

f LHV

P
(A1)

whereh is the engine’s thermal efficiency and LHV is the lower
heating value of the fuel. With some algebra, one can show that

D f

f 0
5

S 11
DP

P0
D

S 11
Dh

h0
D 21 (A2)

where subscript 0 denotes the new and clean state of the engine
and D denotes a change in the particular quantity. Compressor
degradation results in a decrease in power output (DP,0) and an
increase in heat rate. Since the heat rate is equivalent to 3412/h,

this translates into a decrease in the engine’s thermal efficiency
~Dh,0!. Thus, both terms in parentheses on the RHS of Eq.~A2!,
as well as their ratio, are always less than unity because in relative
terms uDPu is always greater thanuDhu. Equation~A2! then im-
plies thatD f is always less than zero, i.e., fuel mass flow rate at
full load decreases with increasing compressor fouling.

This conclusion can also be reached qualitatively starting from
the fact that, since a fouled compressor has a lower efficiency and
higher discharge temperature, a smaller amount of fuel is required
to reach a set firing temperature.

In monetary terms, the total cost of engine degradation due to
compressor fouling over a time period oft is

DCtot5~CfD f 2CpDP!t. (A3)

Equation~A3! suggests that the total cost can be negative, i.e.,
one could actually even save money due to compressor fouling.
This would happen in the possible—albeit unlikely—event that

Cf

CP
.

DP

D f
. (A4)

In order to give a numerical example, consider a typical frame
7EA with 84,920 kW output and 10,212 Btu/kWh heat rate. When
compressor fouling leads to a pressure ratio decrease of two per-
cent, engine output will drop by five percent~i.e., about 4.25 MW!
whereas heat rate will increase by two percent~e.g., see Fig. 23 in
@7#!. This implies a 3.1 percent decrease in fuel mass flow rate, i.e.
about 27 MMBtu/h. Thus ifCf in @$/MMBtu# is greater than 158
timesCp in @$/kWh#, there will be a saving due to this degrada-
tion. In other words, if the power sale price is three cents per
kWh, the owner will save money because of compressor fouling if
the fuel purchase price is higher than $4.74 per MMBtu. The same
will hold true if the power sale price is less than 1.6 cents per
kWh if the fuel purchase price is 2.5 $/MMBtu.

Note that these statements hold only for a gas turbine operating
at full load. Same kilowatts as in a new and clean engine can

Fig. 13 Exhaust temperature spread for unit A
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always be produced at the expense of extra fuel consumption in a
degraded engine running at part load. In that caseDP50 in Eq.
~A2! such that

D f

f 0
5

1

11
Dh

h0

21. (A5)

SinceDh /h is always negative and less than unity in magnitude,
D f is always greater than zero.
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Delamination Cracking in
Thermal Barrier Coating System
Delamination cracking in thermal barrier coating (TBC) system is studied with the newly
developed theoretical model. A semi-infinite long interface crack is pre-existing. The
thermal stress and temperature gradient in TBC system are designated by a membrane
stress P and a bending moment M. In this case, the effects of plastic deformation, creep of
ceramic coating, as well as thermal growth oxidation and temperature gradient in TBC
system are considered in the model due to the fact that these effects are considered in the
calculation of thermal stress. The energy release rate, mode I and mode II stress intensity
factors, as well as mode mixed measurec, are derived. The emphatic discussion about
PSZ/Ni-alloy reveals that the TBC system may not fail in the form of coating delamination
during the period of heat hold. However, the failure may be in the form of coating
delamination during cooling or in the heating period during the second cycle or later
cycles. The conclusion is consistent with the experimental observations. The delamination
of ceramic coating is induced by the compressive load in the coating.
@DOI: 10.1115/1.1477194#

Introduction
Thermal barrier ceramic coating~TBC! is used to protect an

alloy operating at high temperature, for example, at 1500°C and
so that high thermal efficiency for an advanced gas turbine could
be achieved@1#. A TBC provides performance, efficiency, and
durability benefits by reducing turbine cooling air requirements
and lowering metal temperatures. Previous work has demonstrated
that there are some important effects on TBC life. The effects are
thermal fatigue~@2–4#!, thermal growth oxidation~TGO! between
the bond coat and thermal barrier ceramic coating@5–7#, and the
surface roughness of the bond coat~@7,8#!, as well as oxygen and
sulfur penetration along the grain boundary~@9#!. As we know, a
TBC system is used to provide thermal insulation to critical air-
cooled components by overlaying a strain-tolerant ceramic top
coating. In this case, there must be a temperature gradient in the
thickness direction of the TBC system. The temperature gradient
has an important effect on the TBC system failure mechanism,
such as the initiation and propagation of a surface crack or inter-
face crack as observed in the experiment~@10,11#!. However, the
failure mechanism of the TBC system is the combined results of
oxidation, residual stress, and thermal mechanical fatigue as well
as the creep of the TBC system~@12#!. Their nonlinear coupled
effects govern the service life.

Generally the composition of TGO is similar to a brittle ce-
ramic such as alumina (Al2O3). The cycles of high-temperature
loading and unloading not only make TGO thick but also create
microvoids and microcracks initiate in the TGO. Subsequently,
the degradation of the TGO will induce the spallation or delami-
nation of the thermal barrier ceramic coatings. The previous ex-
perimental and theoretical studies showed that the macrocrack
would have been formed in the thermally grown oxide layer due
to the aforementioned effects~@6–7#!. As long as the microcrack
forms, it may propagate along interface or kink out of the plane of
the crack at an angle. Therefore, mixed-mode cracking is an im-
portant damage mechanism in the TBC system. However, the
analysis of a mixed-mode crack is very complicated for theoreti-
cal as well as experimental analyses. Fortunately, the basic ideas
founded by previous researchers such as Sih et al.@13#, Rice et al.

@14#, Dundurs @15#, and Erdogan@16#, and the results of the
delamination of thin films and coatings from a substrate studied
by Evans and Hutchinson@17#, and Hutchinson and Suo@18# can
be used to investigate the failure mechanism of the TBC system
operating at high temperature.

The purpose of the investigation is to study the failure mecha-
nism of a TBC system by exploring the energy release rate, ther-
mal stress intensity factors, and the relative amount of mode II to
mode I at the crack tip for the thermal mixed crack. In the model,
the TBC system with an interface crack is assumed as a composite
beam. With the composite theory~@19#!, the energy release rate is
expressed by a thermal strain and mechanical loads such as mem-
brane stressP and bending momentM. The membrane stressP
and bending momentM are calculated with integrating the ther-
mal stress along the thickness direction of the TBC system with a
temperature gradient. On the other hand, in the calculation of
thermal stress, the combined effects of plastic deformation, creep
of ceramic coating as well as thermal growth oxidation and tem-
perature gradient in TBC system were considered~@12#!. Subse-
quently, in the model, the delamination in the TBC system is the
combined effects of plastic deformation and creep of ceramic
coating, as well as thermal growth oxidation and temperature
gradient.

Stress With Interface Crack
To consider the contribution of thermal stress and temperature

gradient on the mixed-mode crack propagation, a theoretical mode
is proposed. The system consists of a ceramic coating of material
No. 1 with thickness ofh deposited on a substrate of material No.
2 with thickness ofH. Each material is taken to be isotropic and
linearly elastic. An interface crack is pre-existing. The problem is
asymptotic in that two material layers are infinitely long and the
crack is semi-infinite. The structure is loaded as shown in Fig.
1~a!, where the membrane stressesP are loads per unit thickness
and the bending momentsM are moments per unit thickness. The
temperature gradient along they-direction and the temperature-
dependent physical parameters are also considered in the analysis.

Constitutive Equations. The thermal stresses are considered
to be two-dimensional. The general Hook’s constitutive relation in
a two-dimensional state can be written as~@20#!

«xx5
1

2m Fsxx2
1

4
~32k!~sxx1syy!G1Exx1hEzz (1)
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«yy5
1

2m Fsyy2
1

4
~32k!~sxx1syy!G1Eyy1hEzz. (2)

In the above, equationE is used to denote the eigenstrain which
may be a plastic strain and thermal expansion strain, as defined by
Mura @21#. The eigenstrainEzz is the normal strain perpendicular
to the plane that is of interest. In the present study, only the eigen-
strain of thermal expansion strain is considered. Therefore,Exx
5Eyy5Ezz5aq, whereq5T(y)2T0 , T(y) andT0 are, respec-
tively, the operating temperature of the TBC system and room
temperature anda is thermal expansion coefficient. Moreover,n
and m denote the Poisson’s ratio and shear moduli, respectively,
k5324n, h5n for plane strain, andk5(32n)/(11n), h50
for plane stress.

Stress Fields. The stresses far behind or ahead of the crack
tip can be obtained by using the composite beam theory~@19#!. In
the model, the material properties are all temperature-dependent.
In this case, the position of neutral axis can be first determined
and they are expressed byD1h, D2h, andD3h as shown in Fig. 1.
The stresses can be obtained for the upper beam far behind the
crack tip denoted byi 51 when the beam is loaded by the mem-
brane stressP1 and bending momentM1 as shown in Fig. 1~a!.
The stress comes from three parts, the first one is due to the strain
of the neutral axis, the second one is due to the curvature, and
third one is due to the thermal strain. With the same manipulating
method, the stresses can be obtained for the lower beam far be-
hind the crack tip denoted byi 52 and the composite beam far
ahead of the crack tip denoted byi 53. Therefore, the stresses can
be written as

sxx
~ i !~Pi ,Mi !5

8m j

11k j
F«xx0

~ i ! ~Pi !1K ~ i !~Mi !S y1
1

2
D ihD2~Exx

~ j !

1h~ j !Ezz
~ j !!G . (3)

In the expression,j 51 and 2 present the coating and substrate,
respectively. In the above expression,«xx0

( i ) , K ( i ), andD i are de-
fined as

«xx0
~ i ! ~Pi !5e1

~ i !1e3
~ i !

PiC1

h
K ~ i !~Mi !5S s1

~ i !1s3
~ i !

MiC1

h2 D 1

h

D i52S 2
1

h0
D i ~ i 21!/ i ! v2

i

v1
i (4)

where

e1
~ i !5

w1
i

v1
i e3

~ i !5~21! i
1

8v1
i ~Sh0! i ~ i 21!/ i !

s1
~ i !54Ji~2h0! i ~ i 21!/ i ! S w2

i 2
v2

i w1
i

v1
i D

s3
~ i !5~21! i

1

Ji
@S~h0!3# i ~ i 21!/ i ! (5)

where «xx0
( i ) and K ( i ) are the strain of the neutral axis and the

curvature for beami, respectively. The nondimensional material
parameters such asvk

j , wk
j , and Ji are defined in Appendix A.

The following dimensionless quantities, such as the geometrical
parameterh0 , bimaterial parametersS are used,

h05
h

H
, S5

C2

C1
, (6)

whereC is defined asC5@k(T̄)11#/m(T̄), T̄ is the average tem-
perature over the coating or substrate. Inspecting the expressions
~4!, ~5! and ~A2), one can see that the strain of the neutral axis
comes from two parts. One is expressed bye1

( i ) and it is the

contribution of thermal strain, i.e., temperature gradient along the
thickness direction. Another is the contribution of mechanical
loads such asPi . This case is the same for the curvature of the
beam. On the other hand, one can see that the contribution of
thermal strain to the strain of the neutral axis and curvature comes
from the expressionwk

j . The contribution of mechanical loads to
the strain of neutral axis and curvature comes from the expression
vk

j .
In line with the treatment of Zuo and Hutchinson@22#, the

failure of the TBC system can be induced by equivalent loadsP
andM as shown in Fig. 1~b! by using the superimposition method.
The equivalent loadsP, M, andM* are given by

P5P118«xx0
~3! ~P3!

h

C1
v1

114K ~3!~M3!
h2

C1
~v2

11D3v1
1!

28
h

C1
w1

1 (7)

M5M114«xx0
~3! ~P3!

h2

C1
~v2

11D1v1
1!18K ~3!~M3!

h3

C1
F1

3
v3

1

1
1

2
D1v2

11
1

4
~D1!2v1

1G24
h2

C1
~w2

11D1w1
1! (8)

M* 5M1
1

2
Ph~D22D1!. (9)

Once the solution to the problem in Fig. 1~b! is obtained, the
solution to the problem in Fig. 1~a! can be readily constructed by
reinterpretingP and M. Inspecting expressions~7!–~9!, one can
see again that the equivalent loadsP andM come from two parts.
One is the contribution of thermal strain and the other is the con-
tribution of mechanical loads such asPi andMi . The insertion of
thermal strain in constitutive Eqs.~1!–~2! results in the different
form for the energy release rate with the case of nonthermal strain
in constitutive equations as discussed in the following.

Energy Release Rate
The energy release rate can be computed exactly within the

context of plane stress or plane strain by taking the difference
between the energy stored in the structure per unit length far
ahead and far behind the crack tip,

G5 lim
G8→0

E
G8

S Wn12s i j ni

]uj

]x1
DdG8, (10)

whereW is stress work,s i j andui are the Cartesian components
of the stress and displacement,ni is the unit vector normal toG8,
anddG8 is the arc length as depicted in Fig. 1~b!. As we know, the
value of theJ-integration is independent on the integral path. In
this case, the path of theJ-integration is chosen as depicted in Fig.
1~b! and theJ-integral is

G5E
G
~W2sxx«xx!dy. (11)

The strain energy densityW is defined as the mechanical work of
strain,

W5
1

2
~s i j « i j 2aqskk!

5
1

2
sxx@«xx2~11h!aq#

1
1

2
syy@«yy2~11h!aq#1hm

72k

32k
~aq!2. (12)

Therefore, the energy release rate is obtained as
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2 FE3
211

1
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~2! ~ D̄1!2G1

M2C1

h3
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2
S3

211
PMC1

h2 D̄3

1P
1

2
~E1

211D̄1!1
M

h

1

2
S1

21 (13)

where the related nondimensional parameters are defined as

Ek
i j 5ek

~ i !2ek
~ j ! Sk

i j 5sk
~ i !2sk

~ j ! D̄k5
1

2
sk

~2!~D22D1!.

(14)

In order to analyze the stress intensity factors as in the next sec-
tion, the energy release rate is rewritten in another useful form as

G5
h

C1
FP1S PC1

h D 2

1P2S MC1

h2 D 2

1P3S PMC1
2

h3 D 1P4S PC1

h D
1P5S MC1

h2 D G (15)

where the coefficients such asP i , (i 51, . . . ,5) can beknown by
comparing the above two expressions of the energy release rate in
~13! and~15!. Inspecting the equivalent loadsP andM in expres-
sions~7! and~8!, we find that the equivalent loads are consisted of
two parts. The first part is the general mechanical loads such as
P1 , M1 , P2 , M2 , P3 , andM3 . The second part is thermal load
or the named eigenload. In expression~15!, the first term, second
term, and third term are the second-order function of nondimen-
sional quantitiesPC1 /h and MC1 /h2. The dependence of the
energy release rate on the second-order function form of nondi-
mensional loads is the same as that case of nonconsidering ther-
mal strain in a constitutive relation~@22#!. But the fourth term and
fifth term are the linear function of nondimensional quantities
PC1 /h andMC1 /h2. The dependence of the energy release rate
on the linear function form of nondimensional loads is due to the
thermal strain in the constitutive relation. The form of the energy
release rate is different from the results obtained by Zuo and
Hutchinson@22# in which the thermal strain is not considered.

Stresses Intensity Factors
The above energy release rate can reflect the composite effect

of loads on crack propagation. However, crack propagation should
be in mixed mode form for interface crack problems. In order to
know the effect of the loading mode on crack propagation, for
example, to understand which mode, whether mode I or mode II
dominates the crack propagation, we must know the stress inten-
sity factors. The TBC system is not an isotropic material and the
system can be considered as a transverse isotropic body. For gen-
erally anisotropic materials, Hooke’s law can be written as

« i5(
j 51

6

Bi j s j1« i
eign, j 51, . . . ,6 (16)

where« i
eign is assumed to be an eigenstrain as defined by@21#. The

standard correspondence is adopted~@23,24#! and @Bi j # is a six-
by-six symmetric matrix, referred to as the compliance matrix,
with 21 independent elements. The TBC system described in Fig.
1 may be assumed as transverse isotropic materials and the com-
pliance matrix has only five independent elements~@23,24#!. It is
assumed that the symmetry plane is normal to they-axis as de-
scribed in Fig. 1. The components@Bi j # are determined by five
parameters which are parameterh0 , shear modulusm1 , m2 ~or
Young’s modulusE1 , E2! and Poisson ration1 , n2 of material 1
and material 2. The compliance matrix@Bi j # is obtained by con-
necting the relation of engineering constantsET , EL , mA , mT ,
nA , andnT for the transverse isotropic materials and engineering
constantsm1 , m2 ~or E1 , E2!, n1 , andn2 for the bimaterial sys-
tem as discussed in references@23,24#. The details of compliance
matrix @Bi j # are given in Appendix B. In this case, the stress-
strain relation for the deformation in the~x, y! plane can be re-
duced to

« i5 (
j 51,2,6

bi j s j1« i
eign, i 51,2,6 (17)

where bi j 5Bi j for plane stress andbi j 5Bi j 2Bi3Bj 3 /B33 for
plane strain.

Fig. 1 Conventions and geometry for the analysis of delamination cracking in
the TBC system; „a… the delamination cracking in the TBC system is induced by
the membrane stresses Pi „ iÄ1,2,3… and bending moments Mi „ iÄ1,2,3…, „b… the
failure of the TBC system can be induced by equivalent loads P and M
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The complex interface stress intensity factork5k11 ik2 has
real and imaginary partsk1 andk2 , respectively, which play simi-
lar roles to the conventional mode I and mode II intensity factors.
For the anisotropic body in which zero eigenstrain exists, the en-
ergy release rate is obtained by Sih, Paris, and Irwin@13# and Suo
@25# and G only depends on two~rather than three! nondimen-
sional elastic parameters

l5
b11

b22
, r5

2b121b66

2Ab11b22

. (18)

The energy release rate is related to the stress intensity factors of
mode I,K I and Mode II,K II by

G5pb11§l21/4~l21/2K I
21K II

2 ! (19)

where the constant§ is defined by

§5A11r

2
. (20)

However, for the problem studied in the present case, the eigen-
strain should contribute to the energy release rate as discussed
above. The energy release rate is not only dependent on the
second-order function of nondimensional quantitiesPC1 /h and
MC1 /h2, but also dependent on the linear function of nondimen-
sional quantitiesPC1 /h and MC1 /h2. In this case, the energy
release rate is assumed in the form

G5pb11§l21/4k~k1A! (21)

wherek is a complex interface stress intensity factor andA is a
complex constant. By comparing Eq.~19! and Eq.~21!, the com-
plex stress intensity factork can be written as

k5k11 ik25l21/2K I1 iK II . (22)

Equating the two energy release rate expressions~15! and ~21!,
one can obtain the following relation:

uku25
h

b11C1

l1/4

p§ FP1S PC1

h D 2

1P2S MC1

h2 D 2

12 cosa0AP1P2S MC1

h2 D G (23)

where

cosa05
P3

2AP1P2

. (24)

Let the complex stress intensity factork be

k5A h

b11C1

l1/4

p§ FaAP1S PC1

h D1bAP2S MC1

h2 D G (25)

wherea andb are nondimensional complex numbers. On the simi-
lar lines of discussion given by Suo and Hutchinson@22#, the
complex numbersa andb do not depend on loadsP andM, but
only depend on geometric parameterh0 and Dundurs’ parameters
ā and b̄,

ā5
G~k211!2~k111!

G~k211!1~k111!
, b̄5

G~k221!2~k121!

G~k211!1~k111!
, (26)

where G5m1 /m2 . The complex numbersa and b can be ex-
pressed as

a5cosf1 i sinf, b5cos~f1a0!1 i sin~f1a0!. (27)

In the above expressions, only one parameterf is not known. The
anglef was determined by Suo and Hutchinson@22# and Hutch-
inson et al. @26# with integral equation methods in which the
semi-infinite interface crack was represented by a distribution of
dislocations lying along the negativex-axis. The numerical solu-

tion of the integral equation had been carried and the numerical
results were given in tabular form~@22,26#!. The anglef depends
on h0 andr only, i.e.,f5f(h0 ,r) and the excellent approxima-
tion with a numerical fit isf50.1584ā10.0630b̄. Therefore, we
have

k15A h

b11C1

l1/4

p§ FAP1S PC1

h D cosf1AP2S MC1

h2 D cos~f

1a0!G (28)

k25A h

b11C1

l1/4

p§ FAP1S PC1

h D sinf1AP2S MC1

h2 D sin~f

1a0!G . (29)

The relative amount of mode II to mode I at the crack tip is
measured by the anglec as

c5tan21
K II

K I

5tanF l21/2

AP1S PC1

h D sinf1AP2S MC1

h2 D sin~f1a0!

AP1S PC1

h D cosf1AP2S MC1

h2 D cos~f1a0!
G .

(30)

Calculated Results and Discussions

Calculated Model. In this section the results of the calculated
energy release rate and thermal stress intensity factors~TSIFs! for
the TBC system operating at high temperature conditions are
given in detail to the possible extent. The main idea for the cal-
culated model is the following:~1! The thermal stress is first cal-
culated and the details such as the theoretical model and the con-
stitutive equation, as well as material parameters, are given in
@12#. ~2! The membrane stressPi and bending momentMi are
second calculated by integrating the thermal stress along the
thickness direction of the TBC system with a temperature gradient
and the formulas are given in expression~33!. ~3! The equivalent
loads such as membrane stressP and bending momentM are third
calculated according to Eqs.~7! and ~8!. ~4! The energy release
rate, stress intensity factors, and mixed mode are finally calculated
according to~15!, ~28!, ~29!, and~30!, respectively.

The TBC system for thermal stress calculation is illustrated
schematically in Fig. 2. The ceramic coating system is assumed to
be partially stabilized ZrO2 by 8wt%Y2O3(PSZ) over a NiCrAlY
bond coat sprayed on SUS340 stainless steel or Ni-superalloy sub-
strate. In the laser heating/cooling fatigue experiment, one found
that the interface delamination cracks in TBC system always oc-
curred just above the interface between bond coat NiCrAlY layer
and PSZ layer~@4#!. The interface delamination for thermal barrier
ceramic coating exposed to laser heating is shown in Fig. 3. In the
test, the coating was exposed to six thermal fatigue cycles and the
exposed time for every cycle was 70 s and the highest temperature
on coating and substrate was 1200°C and 600°C, respectively. On
the other hand, the elastic parameters for NiCrAlY bond coat and
stainless steel SUS304 substrate are very close. Therefore, the
combination of bond coat and SUS304 stainless steel is thought as
a substrate in the following discussions. The material of substrate
SUS340 stainless steel has thermal and elastic properties similar
to Ni-based superalloys. Therefore, the real characterization of
TBC system is reflected by the assumption that the substrate of
Ni-alloy is considered to be plastic and creep in the calculation of
thermal stress fields~@12#!. In order to study the effect of the
constitutive model of substrate on TBC system failure induced by
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delemination, the substrate of steel is assumed to be elastic. The
ceramic coating PSZ is considered to be elastic and creep. TGO is
considered in the calculation of the thermal stress field and it is
assumed to be elastic. The bond coat is considered to be elastic-
perfectly plastic. Generally, TBC system is not a plane plate.
There must be a curvature in some place, for example, the leading
edge of a gas turbine blades is winding. It is assumed that the
TBC system is a cylindrical shell with four layers which are the
substrate, bond coat, thermal grown oxidation as well as the ce-
ramic coating as schemed in Fig. 2. The thickness of the substrate,
bond coat, and ceramic coating is, respectively, 0.20 cm, 0.01 cm,
and 0.035 cm. The inner radius of the cylindrical shell is 0.2 cm.
In order to investigate the effect of TGO on the failure mechanism
of the TBC system, the initial thickness of TGO is assumed to be
45 mm and the evolution of TGO thickness is given by Zhou and
Hashida@12#. The system is considered to be in plane-strain con-
dition. The mechanical parameters are all temperature-dependent
as given by Zhou and Hashida@12#.

Loads in the TBC System with Interface Crack. The loads
P1 , M1 , P3 , andM3 are defined as

P152E
0

h

sqq~y1r 4 ,t !dy

M152E
0

h

sqq~y1r 4 ,t !S y1
1

2
D1hDdy

P352E
2H

0

sqq~y1r 4 ,t !dy

M352E
2H

0

sqq~y1r 4 ,t !S y1
1

2
D3hDdy (32)

wheresqq(r ,t) are circumferential stresses which have the same
effect assxx studied in the above and the analytical and numerical
results ofsqq(r ,t) are obtained by Zhou and Hashida@11#. r 4 is
the inner radius of the ceramic coating as described in Fig. 2 and
D1 or D3 is defined in expression~4!. The temperature fields are
also the same as that in@12# and the temperatures on ceramic and
substrate surfaces with one cycle of heating, heat hold, and cool-
ing are given in Fig. 4.

Figure 5 shows the histories of membrane stressesP1 , P3 , and
P. Note that the negative value ofP1 designates the ceramic coat-
ing to be in the tensile state according to Fig. 1~a!. It is seen that
membrane stressesP3 are less than loadsP1 both in Ni-alloy and
steel substrates. During the period ofheating and holding the heat,
the ceramic coating is in the tensile state and the substrate is in the
compressive state. However, ceramic coating is in the compres-
sive state and the substrate is in the tensile state for the TBC
system during the cooling period. Generally, the residual loads of
P1 become larger. By analyzing the constitutive equation dis-
cussed by Zhou and Hashida@12#, it is concluded that the higher
creep rate of PSZ coating results in the higher residual loads ofP1
in the PSZ ceramic coating. Figure 6 shows the histories of bend-
ing momentsM1 , M3 , andM. During the period of heating and
holding the heat, the values ofM1 andM3 are both negative. The
related values are positive on the end of cooling. The same rea-
sons of ceramic creep result in the high positive residual loadsM1
for PSZ coating on the end of cooling. The values of equivalent
loads M in both studied TBC systems are negative during the
period of heating and holding the heat and those are positive on
every end of cooling.

The Effect of Temperature Gradient on TBC System Fail-
ure. Temperature gradient has an important effect on the failure
mechanism of the TBC system as described in@4,10#. It is reason-
able to assume the different linear temperature distribution along
the thickness direction by inspecting the temperature fields in the
TBC system@12#. The temperature at the outer surface of the

ceramic coating is 1000°C, and the temperature at the inner sur-
face of substrate is 700°C. The temperature in the interface be-
tween material No. 1 and material No. 2~Fig. 1! reflects the level
of the temperature gradient. In order to have the concept of stress
intensity factors, the energy release rate as derived in~15! is ex-
pressed byKi as

Ki5
1

b11

l1/4

p§
G. (33)

The dimension ofKi is MPa.m1/2 and therefore,Ki is the mixed
stress intensity factor~MSIF!.

Figure 7 shows the TSIFsKi , k1 , and k2 as a function of
temperature on the interface of bi-materials, where the original
loads areP1527.0 MPa.cm, M1527.031023 MPa.cm2, P3

54.0 MPa.cm, andM3521.0 MPa.cm2. The original loads are
typical loads for the PSZ/Ni-alloy TBC system operating at the
heat hold period. In the figure, the experimental value of interface
fracture toughness is also plotted, where the TBC system was
partially stabilized ZrO2 by 8wt%Y2O3 over a NiCrAlY bond
coat sprayed on a SUS 304 stainless steel substrate~@27#!. As
shown in Fig. 7 for the PSZ/Ni-alloy system, the mediate interface
temperature results in negative energy release rate, i.e., zero
MSIF. For a PSZ/steel system with an elastic substrate, the high
interface temperature results in zero MSIF. The negative mode I
SIF shown in Fig. 7 means that the TBC system will not fail in the
form of a mode I crack. It is seen that the temperature gradient
does have an important effect on TSIFs. By inspecting Dundurs’
parametersā and b̄, one finds thatā and b̄ both decrease with

Fig. 2 Scheme of the analytical model for thermal stresses
fields in the TBC system operating at high temperature

Fig. 3 SEM micrographs showing interface delamination
cracking for thermal barrier ceramic coating subjected to six
thermal fatigue cycles, where the exposed time for every cycle
was 70 s and the highest temperature on the coating and sub-
strate was 1200°C and 600°C, respectively
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increasing interface temperature as shown in Fig. 8. There should
be a correlation betweenKi and Dundurs’ parametersā and b̄,
which is not known at present and it may be obtained by nondi-
mensional analysis.

Failure Evolution. Figure 9 shows the histories of TSIFs for
PSZ/Ni-alloy and PSZ/steel TBC systems. The temperature histo-
ries on outer and inner surfaces are shown in Fig. 4. Note that in
the model Ni-alloy is in the plastic state and steel is in the elastic
state. The difference of the constitutive model results in the dif-
ferent characterizations of TSIF in Ni-alloy and steel substrates.
Let us focus on the characterizations of TSIFs for the PSZ/Ni-
alloy system. The MSIF during the period of heat hold is lower
than that during the period of cooling for PSZ/Ni-alloy system.
The MSIF in the heat hold becomes lower and lower for the
system operating with three cycles of heating/cooling. Generally,
the MSIF during the period of the heat hold is lower than the
interface fracture toughnessKic . This means that interface crack
may not propagate for the system during the heat hold period.
However, the MSIF becomes higher and higher for the system
during the cooling period. The MSIF may be higher than the in-
terface fracture toughnessKic . Therefore, the interface crack may
propagate during cooling or during the heating period for the sec-
ond or later cycles. It is concluded that the TBC system may not
fail in the form of interface delamination during the period of heat
hold, but it may fail in the form of interface delamination during
cooling or during the heating period for the second cycle or after
the second cycle. The conclusion is consistent with the experi-
mental observations as shown in@4,10#. In @4,10#, one has the fact
that the interface delamination may take place during heating or
cooling period and even on the end of cooling in which the tem-
perature gradient along the thickness direction was zero.

The failure evolution of PSZ/Ni-alloy in the form of interface
delamination may be explained by inspecting the characterization
of equivalent loadsP and M as shown in Figs. 5 and 6. The
coating is in the tensile state during heating for the first cycle or
during heat hold. These type of loads cannot lead to coating
delamination. However, due to plastic and creep behavior of the
ceramic and substrate, the coating is in the compressive state
when the system is cooling. The compression of ceramic coating
is similar to the condition of the blister test~@27#!. Although the
new heating cycle may relax the compressive loads, the compres-
sive load is so high that not all the compressive load is relaxed.
The residual compressive load in the coating is sufficient to cause
delamination. Therefore, the interface delamination is caused by

Fig. 4 Boundary conditions of temperature for the TBC system at the typical
operating state

Fig. 5 Histories of membrane stresses; „a… original membrane
stresses P1 and P3 , „b… equivalent membrane stresses P
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compressive loading in the coating. TSIFs for mode I and mode II
shown in Fig. 9 reveal that the interface delamination crack in the
period of heating or cooling is a mixed mode. Neither the mode I
nor mode II crack singly dominates the crack propagation.

Conclusions
Delamination cracking in the thermal barrier coating system is

studied in the present paper. A theoretical model concerning inter-
face delamination cracking in the TBC system at operating state is
proposed. In the model, a semi-infinite long interface crack is
pre-existing. The thermal stress and temperature gradient in the
TBC system are designated by a membrane stressP and a bending
momentM. In this case, the coupled effect of plastic deformation,

creep of ceramic coating, as well as thermal growth oxidation and
temperature gradient in the TBC system was considered in the
model. The energy release rate, mode I and mode II stress inten-
sity factors, as well as mode mixed measurec are derived. Tem-
perature gradient has an important effect on the failure mechanism
of the TBC system. There should be correlation ofKi with Dun-
durs’ parametersā and b̄. The numerical results of TSIFs reveal
some same results as obtained in the experimental test. For ex-
ample, the TBC system may not fail in the form of coating
delamination during the period of heat hold, but it may fail in the
form of coating delamination during cooling or in the heating
period for the second cycle or later cycles according to the model.
In the experiment~@4,10#!, one has the fact that the interface

Fig. 6 Histories of bending moments; „a… original bending moments M1
and M3 , „b… equivalent bending moments M
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delamination may take place during the heating or cooling period
and even on the end of cooling in which the temperature gradient
along the thickness direction was zero. Due to plastic and creep
behavior of the ceramic and substrate, the coating is in the com-
pressive state when the system is cooling. The interface delami-
nation is caused by compressive loading in the coating. The inter-
face delamination crack during the period of heating or cooling is
a mixed mode. Neither mode I nor mode II crack singly dominates
the crack propagation.
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Appendix A

In this Appendix, the following material parameters such asvk
j

andwk
j are defined:

vk
j 5E

2H

h F m1

11k1

C1

hk d j 1g1~y!1~21!k11
m2

11k2

C2

Hk d j 2g2~y!G
3kyk21dy, k51,2,3 j 51,2 (A1)

Fig. 7 TSIFs K i , K I , and K II as a function of temperature on
the interface of bimaterials, where the original loads P1
ÄÀ7.0 MPa.cm, M1ÄÀ7.0Ã10À3 MPa.cm2, P3Ä4.0 MPa.cm,
and M3ÄÀ1.0 MPa.cm2

Fig. 8 Dundurs’ parameters ā and b̄ as a function of tempera-
ture on the interface of bimaterials

Fig. 9 Histories of TSIFs in TBC coating system; „a… Ni-alloy
substrate, „b… steel substrate
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In the above expressions, the related functions are defined as

d i j 5H 1 i 5 j

0 iÞ j
g1~y!5H 0 2H,y,0

1 0,y,h

g2~y!5H 1 2H,y,0

0 0,y,h
(A4)
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3
v3

i 22
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Appendix B
In this Appendix, the compliance matrix in Eq.~29! for the

TBC system is given.
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where
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Designing Hot Working Processes
of Nickel-Based Superalloys
Using Finite Element Simulation
Knowledge of correct flow stress curves of Ni-based alloys at high temperatures is of
essential importance for reliable plastomechanical simulations in materials processing
and for an effective planning and designing of industrial hot forming schedules like hot
rolling or forging. The experiments are performed on a computer controlled servohydrau-
lic testing machine at IBF. To avoid an inhomogeneous deformation due to the influence
of friction and initial microstructure, a suitable specimen geometry and lubricant is used
and a thermal treatment before testing has to provide a microstructure, similar to the
structure of the material in the real process. The compression tests are performed within
a furnace, which keeps sample, tools, and surrounding atmosphere on the defined forming
temperature. The uniaxial compressions were carried out in the range of strain rates
between 0.001 and 50s21 and temperatures between 950 and 1280°C. Furthermore,
two-stage step tests are carried out to derive the work hardening and softening behavior
as well as the recrystallization kinetics of the selected Ni-based alloys. At the end of this
work a material model is adapted by the previously determined material data. This model
is integrated into the Finite Element program LARSTRAN/SHAPE to calculate a forging
process of the material Alloy 617.@DOI: 10.1115/1.1494096#

1 Introduction

At the company Krupp VDM the nickel-based alloys alloy
C263, alloy X, and alloy 617 were deformed in a hot rolling
process. To obtain the demand of forces in the different rolling
steps, the calculation of flow stress is obviously necessary.

With respect to this demand Krupp VDM and IBF analyzed
these three nickel-based alloys with respect to their plastic defor-
mation behavior. In the first step uniaxial compression tests were
carried out on the servohydraulic testing system at IBF. One-stage
step tests were performed to determine the flow curves of the
three materials in dependence to temperature and strain rate.
Double-stage step tests were carried out to see the flow stress
level in the second step in dependence to different holding times
between the steps.

In addition to that a joint research project sponsored by the
Deutsche Forschungsgesellschaft~DFG! was installed to develop
new nickel-based alloys for high-temperature applications in sta-
tionary power generations. Here, the increase of efficiency of
steam gas power generations are the main goal of manufacturers
and carrier of stationary power plants. One effective way is to
exceed the operation up to higher steam gas parameters, e.g., tem-
perature and pressure. Next to other solutions does this demand
led to new material developments.

With assistance of finite element method microstructure simu-
lations will allow to predict the best manufacturable material
group. Herewith, a prediction of local plastomechanical, thermal,
or microstructural conditions is possible. The number of extensive
trials can be reduced significantly while programs are available to
simulate the microstructural characteristics.

2 Experimental Procedure

2.1 Materials. In the present study the commercial nickel-
based alloys alloy C-263, alloy X, and alloy 617 were investi-
gated. The chemical compositions are given in Table 1. The physi-
cal properties are given in Table 2.

2.2 Flow Stress Testing. For finite element method simula-
tions of hot rolling and forming processes the knowledge of the
flow stress is necessary to improve the accuracy of the numerical
calculation. Besides, accurate values of the material properties
~e.g., density, specific heat capacity, and thermal conductivity! and
boundary conditions~e.g. friction, radiation, and heat transfer be-
tween workpiece and tools! have to be put in finite element
method to achieve a higher quality of simulation.

Flow stress testing at IBF was performed at the computer-
controlled, 1200-kN servohydraulic testing system, manufactured
by the company SERVOTEST LTD., with which uniaxial hot
compression tests up to temperatures of 1280°C and strain rates of
100/s could be obtained. Throughout the measurements the speci-
men, tools, and surrounding atmosphere could be held at a con-
stant forming temperature by a furnace, installed in the testing
system. After correction for dissipation heat, fully isothermal flow
stress curves were obtained. Before compression all specimen
were annealed for 15 min in the machine furnace to attain the
accurate forming temperature.

Cylindrical compression samples, 16-mm diameter by 24-mm
high, were machined. To eliminate friction as far as possible, Ras-
tegaev specimen were used~@1#!. The recessed end faces of the
specimen were filled with glass lubricant. Herewith it was pos-
sible to relate the observed microstructure to a particular homog-
enous forming condition. Constant strain rate is arranged by set-
ting the crosshead velocity of the testing machine via
displacement control. Therefore, uniform forming conditions
within the specimen were ensured for the whole series of the tests.

At the company Krupp VDM the three nickel-based alloys were
deformed in a hot rolling process. To obtain the demand of forces
in the different rolling steps, the calculation of flow stress is ob-
viously necessary. To ensure the same forming conditions as in the
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rolling process, hot compression tests were carried out in a tem-
perature range from 900°C to 1280°C for the three nickel-based
alloys. For all materials, but in dependence to the strain rates at
the corresponding temperatures of the process, the strain rates
were set to 0.01/s, 0.1/s, 1/s, 10/s, and 50/s. In the double-stage

step tests only strain rates with 10/s were used. Thermal treatment
before testing has to provide a microstructure, similar to the struc-
ture of the material in the real process. Therefore the samples
were heated to 1100°C and then held on this temperature for two
hours, followed by 20 minutes on 1250°C.

The compressed samples were rapidly pushed out of the form-
ing zone by a pneumatic cylinder and quenched in water spray
just after deformation with assistance of a quenching unit, which
is directly connected to the upsetting machine as shown in Fig. 1.

The measured flow curves of the one stage step and double
stage step testing at three characteristic temperatures are shown in
Fig. 2 for all tested materials, respectively.

Analyzing the flow curves it becomes obvious, that there is a
strong dependence on both the strain rate and the temperature in
case of all materials. These effects should be illustrated with alloy
617 at 1100°C, where compression tests with the whole range of
strain rates were performed. At the lowest strain rate~0.01/s! a
maximal flow stress of 125 N/mm2 occurs at a strain of 0.3. At the
highest strain rate~50/s! the maximal flow stress increases up to
490 N/mm2 at a strain of about 0.4. To show the dependence of
the flow stress level on the temperature, the flow curves with a
strain rate of 10/s are compared at a strain of 0.5. The flow stress
is reaching 215 N/mm2 at 1250°C, then increasing to 400 N/mm2

at 1100°C and finally rising to 550 N/mm2 at 1000°C.
The double-stage step compression tests were carried out with

different holding times between the two steps, varying from 5 to
25 seconds. It becomes obvious that there is no significant influ-
ence of the holding time. In all cases the static recrystallization
attains nearly 100%. Because of this correspondence only one
flow curve per alloy is pictured, exemplary at 1100°C.

2.3 Metallography. Metallographical investigations are
needed for microstructure models in form of the initial micro-
structural state and dynamically recrystallized grain sizes after
deformation to fit the model equations. Here, alloy 617 was sup-
plied by Saarschmiede GmbH Freiformschmiede for microstruc-
ture investigations. The as-forged material has undergone a two-
step heat treatment before flow stress testing.

Table 1 Chemical compositions of investigated Ni-based al-
loys of Krupp VDM

Alloy 617 Alloy C-263 Alloy X

Chemical Compositions in wt-%
im bal. bal. bal.
Cr 20–23 19–21 20.5–23.5
Fe max. 2 max. 0.7 17–20
Mo 8–10 5.6–6.1 8–10
C 0.05–0.1 0.04–0.08 0.05–0.15
Ti 0.2–0.6 1.9–2.4 -
Co 19–21 0.5–2.5
Al 0.6–1.5 0.3–0.6 max. 0.1
Others Co: 10–13 Al1Ti: 2.4 – 2.8 Si: max. 1

W: 0.2–1

Table 2 Physical properties of investigated Ni-based alloys

Alloy
617

Alloy C-
263 Alloy X

Physical Properties at Room Temperature
Density (g/cm3) 8.4 8.4 8.3
Specific heat
~J/Kg K!

420 426 435

Heat
conductivity
~W/m K!

13.4 11.7 11.3

Electrical
resistivity
~m V cm!

122 115 115

Thermal
expansion 20– 300°C (1026 K)

13.1 12.5 14.3

Modulus of
elasticity
(kN/mm2)

212 222 205

Fig. 1 Computer-controlled servohydraulic upsetting system with integrated quenching unit at IBF. Left:total system. Right:detail
of quenching unit.
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Fig. 2 Measured flow curves for alloy C-263, alloy X, and alloy 617 at 1000, 1100, and 1250°C
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The observed specimen of alloy 617 were etched in aV2A
mordant at 60°C for 2 to 5 minutes resp. 20 minutes. The deter-
mined initial grain size is 223mm ~ASTM 1.4!.

The microstructural state of compressed samples was as well
observed. The specimen were prepared with the same etching as
the for the observation of the initial state. Under forming condi-
tions leading to partial recrystallization, characteristic ‘‘necklace’’
structures were observed. This phenomenon is characteristic for
dynamically recrystallized nickel-based alloys~@2#!.

Microstructure observation was done over the whole range of
forming conditions. This was necessary to fit the model’s predic-
tion of average grain size and recrystallized fraction. The com-
bined influence of strain rate and temperature was taken into con-
sideration by use of the Zener-Hollomon-parameterZ,

Z5 «̇•expS Qdef

R•TD (1)

whereR is the universal gas constant,T the temperature inK, and
«̇ the strain rate.

3 Determination of Material Data
Isothermal flow stress curves have been calculated by an itera-

tive method for providing material models on the basis of empiri-
cal equations. From the measured data the activation energy for
hot deformationQdef was calculated in a first step at the prevailing
maximum of each flow curve. In the next step the dependence of

the maximum flow stress on forming temperature and strain rate
was formulated by use ofZ. Activation energy for hot deforma-
tion was found to be 411.8 kJ/mol for alloy 617.

The dynamic recrystallized grain sizeddyn decreases with in-
creasing forming conditions, represented by the Zener-Hollomon-
parameterZ. The measured value ofddyn has been calculated by
using following equation:

ddyn50.0008•Z20.0915 ~alloy 617!. (2)

The dynamic recrystallized grain size does not depend on the
initial grain size but could described in dependence from the hot
working conditions, as reported by various authors~@3–5#!.

The dynamic recrystallized fractionXdyn, which corresponds to
the dynamic recystallized grain sizeddyn could be expressed by an
Avrami-type equation~@6#!. Because the coefficients of the equa-
tions have an effect on each other during a simulation a combined
interdependence optimization was carried out to determine the
whole set of coefficients. This could be realized automatically
with a program developed at IBF. A complete description of the
model’s equations for the investigated Ni-based alloys could be
found in @7#.

4 Microstructure Simulation and Validation
To simulate microstructural evolution, a microstructure model

program called STRUCSIM was used with coupling to the finite
element method code ‘LARSTRAN/SHAPE.’ STRUCSIM receives ac-

Fig. 3 Comparison of dynamically recrystallized grain size between experiment „left … and simulation
„right … of compression of alloy 617 at 950°C and 10 Õs. Measured grain sizes in mm and the position of
observation are marked in the micrograph.

Fig. 4 Comparison of dynamically recrystallized grain size between experiment „left … and simulation
„right … of compression of alloy 617 at 1150°C and 10 Õs. Measured grain sizes in mm and the position
of observation are marked in the micrograph.
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tual local forming conditions~strain, strain rate, and temperature!
from LARSTRAN/SHAPE and simulates microstructural changes
based on the forming data. The flow stress depending on the mi-
crostructure is estimated by STRUCSIM and feed back to the finite
element method~@8,9#!.

For validation of the developed microstructure models, selected
experimental compression tests were simulated by a coupled finite
element method-STRUCSIM simulation. The material data, as den-
sity, thermal conductivity, and specific heat capacity, were taken
from product information of Inco Alloys Int., Inc. The values for
boundary conditions have been set in case of heat transfer from
workpiece to the tool to a50.0011 and in case of the radiation
coefficient to e50.86. Coulomb’s friction coefficients have been
set by comparing the bulged finite element method shape with the
contour of the experimental samples. The temperature of the tools
and the surrounding atmosphere was held at the respective form-
ing temperature. Thus, the influence of heat loss by radiation or
heat transfer on the forming state is relatively low in contrast to
the friction coefficient which becomes important value, e. g., for
bulging of the sample.

Figure 3 illustrates a comparison between micrograph and
simulation of microstructure for a compression test with alloy 617
at a temperature of 950°C and a strain rate of 10/s. The model
prediction was as well validated at a temperature which represents
the starting temperatures of forging. Here, the compression at a
temperature of 1150°C and a strain rate of 10/s is shown in Fig. 4.

Forming with a strain rate of 10/s at 950°C as well as at
1150°C leads to similar microstructure distributions. The simu-
lated average grain size shows fine grains from 5mm up to 19.5
mm in the center of the sample and coarser grain with original
grain size beneath the tool. The prediction of this microstructure
model is quite acceptable as presented by the measured grain sizes
in the left part of the figure. The average dynamically recristal-
lized fraction rises under both forming conditions from about 6%
under the tool up to 95% in the center of the sample.

5 Conclusions
On the basis of Rastegaev hot compression tests friction-

eliminated stress-strain curves were recorded for the Nickel-base
alloys alloy C263, alloy X, and alloy 617. The testing parameters
as strain rate and temperature cover the industrial range of hot
rolling processes at Krupp VDM. The determined flow curve data
has been temperature corrected by eliminating the softening effect
caused by dissipation heat.

On the basis of empirical equations a microstructure model has
been developed for an as forged and two-step heat treated alloy
617. This model describes the microstructural changes due to
DRX quantitatively. Coupled to finite element method, the incre-
mental calculation of flow stress and recrystallization kinetics pro-
vides an improved analysis of microstructural evolution. The
model validation was shown up on the basis of simulated com-
pression tests within the temperature range of the industrial pro-
duction of open-die forged power generation components as, e. g.,
turbine shafts. The microstructure of the tested material was pre-
dicted reasonably well by the respective model under above men-
tioned forming conditions.

Process simulations of large free-forging components could be
performed with assistance of these microstructure simulations. A
determination of the best manufacturable Ni base alloy for large
forging components will be possible with this simulation tool.
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Series of Parallel Arrangement
in a Two-Unit Compressor Station
This paper discusses how to determine the arrangement of compressors in a two-unit gas
pipeline station where there is no standby unit. The compressors are driven by variable
speed drivers such as gas turbines or variable frequency electric motors. Both series and
parallel arrangements are analyzed in a transient simulation mode to determine which
operation mode is more advantageous. Among the assumptions in this paper are the
performance characteristics of the compressor. It will be outlined how these performance
characteristics influence the conclusions.@DOI: 10.1115/1.1478074#

Introduction
The pressure and flow characteristics of pipelines as well as

other factors may influence the arrangement of compressors in a
station. This study will define a pipeline system under typical
conditions and discuss the system behavior for two compressors
piped either in parallel and in series configuration~Fig. 1!. At the
design point, it is possible to achieve a good station efficiency
with either the series or the parallel arrangement of the two com-
pressors. If circumstances require the shutdown of one of the
compressors, significant differences between the two layouts be-
come visible. The simulation results confirm the expectations that
the series compressor design is the better selection, due to the fact
that, with one unit out of service, the remaining unit will operate
in a more efficient region of its performance map compared to the
parallel design compressor. If one compressor is out of service, it
will be shown that the decay in pipeline outlet pressure at the city
gate~i.e., the transfer point for the pipeline! will be slower with
the series compressor design and higher flow will be available for
load distribution at this point.

Simulation Model
The simulation was performed with the aid of the unsteady-

state module~USM! to the Stoner Workstation Service~SWS! for
Windows ~SWSg-USM!. This program provides digital computer
simulation of the transient gas flow behavior in a piping system
~Stoner @1,2#!. The analysis procedure allows to calculate the
time-varying flows, pressures, power, and other variables and can
determine the response of the system due to these and other
variables.

The program solves the time-dependent mass conservation

]W

]x
1A

]r

]t
50

where the through-flow areaA is constant. The density is calcu-
lated from

p

r
5ZRT.

The momentum balance is satisfied by

rAdxS DV

Dt D5pA2S pA1
]

]x
~pA! Ddx2pD

r• f DWVuVu
2D

dx

for a pipeline with no differences in elevation.

The resulting system of equations is solved by the method of
characteristics~Stoner@2#!.

Time steps in the computational domain have a direct relation-
ship with the wave speed and the length of the pipeline computa-
tional segment called ‘‘base length.’’ In this system, the average
wave speed is 325 m/s~1065 ft/sec!. With a base length of 1.61
km ~1 mile!, the time increment needs to be approximately five
seconds.

Compressor maps for the relationships between flow, head and
efficiency, based on actual centrifugal compressor performance,
can be implemented into the simulation. The compressor models
specifically cover the traditional and active portions of the com-
pressor map from surge to choke. The program has capabilities to
recognize surge and choke conditions~recycle flow, generate ex-
cess head, etc.! within bounds of available power and speed, but
does not include specific performance data beyond surge and
choke limits. Therefore, it finds the initial compressor speed line
at a given flow and calculates the corresponding head, then deter-
mines whether the available power is adequate to meet the opera-
tion. The computations near the choke limit are approximations.
Nevertheless, they correctly show that after the shutdown of one
of the two compressors, the parallel compressor operates in
choked condition and is less efficient than the series compressor.

Simulation Model Assumptions
A sample pipeline with a single station is the base configuration

for this study. The simulation model assumes the following:

• pipeline is 508 mm~20 in.! diameter, 192 miles long, and
buried.

• compressor station is located approximately in the middle of
the pipeline. Nodes C1S and C1D represent the station suc-
tion and discharge.

• pipeline inlet pressure~INLET node, Fig. 1! is constant 104.6
bara~1517 psia!.

• station discharge pressure is limited to 104.6 bara~1517 psia,
assumed maximum pipeline operating pressure!

• the required outlet flow at the city gate~OUTLET node, Fig.
1! is 391* 103 Nm3/h ~350 mmscfd! at a pressure of approxi-
mately 56.6 bara~820 psia!.

• city gate can tolerate a pressure decay to 41.4 bara~600 psia!.
Below that setpoint, load shedding must occur, which is not
desired.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-230. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole. Fig. 1 Pipeline schematic series Õparallel study
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The simulation is based on two-stage compressors for parallel
arrangement and single-stage compressors for series arrangement.
The compressor casing is the same for both arrangements, but the
internal rotor consists of two impellers for each parallel compres-
sor and a single impeller for each series compressor. For the series
compressors, both the low-pressure unit and the high-pressure unit
have the same impeller design. The predicted head capacity maps
with speed and isentropic efficiency lines of the selected impellers
are used in the computer model.

Other parameters used in the model are as follows:

Gas specific gravity 0.6
Pipe internal diameter 495.3 mm~19.5 in.!
Internal roughness 0.018 mm~0.0007 in.!
~internally coated pipe!
Average flowing temperature 26.7°C~80°F!
Pipeline profile Flat
Available power per unit 3580 kW~4800 hp!
Flow equation Fundamental, or general flow
Base length 1.61 km~1.0 mile!
Time interval 5 s
Gas viscosity 1.2E-05 Ns/m2~0.25E-6 lbs/ft2!
Max. compressor speed 14,300 rpm

Figure 1 shows the pipeline schematic with designation of the
nodes.

In buried pipelines, the temperature profile depends on sur-
rounding soil temperature, insulation, thermal conductivity, over-
all heat transfer coefficient, and other factors. Those calculations
would become cumbersome for transient flow analysis; therefore,
it is assumed that flow is isothermal and flowing gas temperature
is a constant 26.7°C~80°F!.

The fundamental flow equation

Q5C•

Tb

Pb
•e.

Di
2.5F p1

22p2
22

0.0375•SG•~H22H1!•pa
2

Za•Ta

SG•Ta•L•Za• f DW

G 0.5

~also called the general flow equation;C547880 for flowQ in
m3/h and otherwise SI Units; Hyman et al.@3#! is widely used in
the pipeline industry. This equation is computationally efficient,
requiring fewer resources compared to other equations and uses
the Darcy Weisbach friction factorf DW calculated as a function of
Reynolds number. It is believed that this equation is very accurate
for calculating frictional losses in fluid flow.

It is assumed that fuel usage and station yard piping losses are
the same for both series and parallel arrangements and they are,
therefore, not considered in this study.

The behavior of pressures and flows for the pipeline and the
compressors is presented in both graphic and tabular format, as-
suming that one of the units is shut down at time 1.0 hour from a
steady-state condition.

Under steady-state conditions with 391* 103 Nm3/h ~350
mmscfd! flow, the station suction pressure is calculated to be ap-
proximately 62.1 bara~900 psia! and the pipe outlet pressure ap-
proximately 56.8 bara~823 psia!. When one unit is taken out of
service, the pressure at this point will start to decrease below the
required level if the pipe outlet flow is maintained at
391* 103 Nm3/h ~350 mmscfd!. It will be demonstrated that with
the remaining series compressor, the decrease in pipe outlet pres-
sure will be slower compared to the parallel compressor, allowing
more time for the station operators to take any remedial action. If
the offline compressor is not put back into service for a prolonged
time, the series compressor will deliver more flow at the pipe
outlet compared to the parallel compressor.

Parallel Arrangement
In the parallel arrangement, each compressor is designed to

compress 195.5* 103 Nm3/h ~175 mmscfd! flow ~or half of the
391* 103 Nm3/h ~350 mmscfd! station flow! from 62.1 bara~900
psia! suction pressure to 104.6 bara~1517 psia! discharge pres-
sure. The compressor rotors are identical, and each compressor
includes the two-stage rotor required for the production of total
head.

When one unit is down, the other unit, subject to available
power, tries to pump more flow than its share of
195.5* 103 Nm3/h ~175 mmscfd!. Due to the flow range limita-
tion, the compressor operates near the choke~stonewall or sonic
limit ! with reduced head and efficiency. With the station flow
reduced and the upstream pressure~inlet to the pipeline! held
constant, the station suction pressure starts to rise as the upstream
section of the pipeline is packed with gas.

At the same time, the station discharge pressure starts to
fall because the remaining compressor is not able to reach the
desired discharge pressure of 104.6 bara~1517 psia! due to power
limitation. Consequently, the pipeline outlet pressure at the city
gate starts to fall. The line pack~volume of gas stored in the pipe
or inventory! in the downstream section of the pipeline is reduced
as gas is taken from the pack to maintain the required outlet flow
of 391* 103 Nm3/h ~350 mmscfd!. At time 7.26 hours, the pipe
outlet pressure reduces to the 41.4 bara~600 psia! minimum
requirements.

The parameters of the compressor at time 1.0 hour and 7.26
hours are shown in Table 1. Note the low compressor efficiency
and high surge margin at time 7.26 hours as the compressor tries
its hardest to pump as much gas as it can.

Table 2 shows a summary of the pressures, flows, and line pack
for the parallel arrangement.

Pack 1 is the line pack in the upstream pipe section between the
pipe inlet and the compressor station, and Pack 2 is the line pack
in the downstream pipe section between the compressor station
and pipe outlet.

Figures 2–6 illustrate the behavior of the pipeline and the com-
pressors from time 1.0 hour to time 7.26 hours. The pipe inlet flow
shown in Fig. 4 dips slightly after one compressor is taken out of
service. This is attributed to the shock wave traveling back from
the compressor station to the pipe inlet, causing momentary dis-
ruption of flow; however, the flow is recovered quickly and re-
duced again due to the limitation of the remaining compressor.

Series Arrangement
In the series arrangement, the compressors are designed to com-

press the full station flow of 391* 103 Nm3/h ~350 mmscfd! at
approximately half of the total required head. The low pressure
~LP! compressor pumps 391* 103 Nm3/h ~350 mmscfd! of gas
from 62.1 to 81.3 bara~900 to 1179 psia! and the high-pressure
~HP! compressor takes the pressure to 104.6 bara~1517 psia!. No
intercooler is used between the LP and HP compressors.

As mentioned previously, both LP and HP compressors have
identical single-stage rotors; however, the location of the steady-
state operating point on the compressor maps at time 0–1.0 hour
is different. Although the same mass flow of 391* 103 Nm3/h ~350

Table 1 Operating conditions, parallel arrangement

Time, hr 1.0 7.26

Head, kJ/kg
~ft lb f / lbm!

70.17
~23475!

32.55
~10891!

Capacity, m3/min
~acfm!

51.56~1822! 68.71~2428!

Speed, rpm 13116 11997
Efficiency ~%! 83.44 64.72
Surge margin~%! 35.0 50.0
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mmscfd! is passing through both compressors, the actual inlet
flow going to the HP unit is lower, mainly due to higher pressure,
and the duty point moves close to the surge line.

When one unit is down, the remaining unit cannot develop
sufficient head to remain running. It goes into recycling mode
until the rise in station suction pressure and decline in discharge
pressure permit operation of the unit~at approximately time 1.15
to 1.25 hours in this system!. Although some time is lost in this
process, the decline in pipeline outlet pressure is slower since the
compressor operates in a more efficient region of its operating
range. The 41.4 bara~600 psia! minimum pipe outlet pressure at
the city gate is reached at time 10.10 hours, which is 2.84 hours
more time for any remedial action compared to the parallel
scheme.

The parameters of the compressor at time 1.0 and 10.10 hours
are shown in Table 3. Note superior compressor efficiency at time
10.1 hours compared to the efficiency of the parallel compressor
at time 7.26 hours.

A summary of pressures, flows, and line pack for the series
arrangement is shown in Table 4. Figures 7–13 illustrate the be-
havior of the pipeline and the compressors in series arrangement
from time 1.0 hour to time 10.10 hours. The compressor flow and
speed chattering shown in Figs. 8 and 10 are due to computational
noise as compressor control is shifted from minimum flow to
maximum head near the surge line, until such time that there is
sufficient head to resume normal operation.

Table 2 Summary for parallel arrangement

Time
Hrs

Pipe
Inlet
press.
Bara
~psia!

Pipe inlet
Flow

103 Nm3/h
~MMSCFD!

Line
Pack

Pack 1
106 Nm

~MMSCF!

Station
Inlet
Press.
Bara
~psia!

Station
Flow

103 Nm3/h
~MMSCFD!

Station
Outlet
Press.
Bara
~psia!

Pipe
Outlet
Press.
Bara
~psia!

Pipe
Outlet
Flow

103 Nm3/h
~MMSCFD!

Line Pack
Pack 2

106 Nm3

~MMSCF!

0–1.0 104.6
~1517!

391 ~350! 2.58 ~96.2! 62.1
~900!

391 ~350! 104.6
~1517!

56.8
~823!

391 ~350! 2.71 ~101!

2.0 104.6
~1517!

378 ~338! 2.68
~100!

72.1
~1046!

305 ~273! 97.1
~1408!

56.1
~813!

391 ~350! 2.60 ~97!

4.0 104.6
~1517!

346 ~309! 2.76
~103!

75.2
~1090!

326 ~292! 94.8
~1375!

50.6
~734!

391 ~350! 2.47~92!

6.0 104.6
~1517!

336 ~301! 2.79
~104!

76.3
~1106!

329 ~295! 92.6
~1342!

45.0
~652!

391 ~350! 2.33 ~87!

7.26 104.6
~1517!

333 ~298! 2.79
~104!

76.6
~1110!

331 ~296! 91.1
~1321!

41.4
~600!

391 ~350! 2.25 ~84!

Fig. 2 Parallel scenario pipe outlet pressure

Fig. 3 Parallel scenario station pressure Õflow

Fig. 4 Parallel scenario line pack and inlet flow

Fig. 5 Parallel scenario compressor speed and efficiency
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Long-Term Effect
In order to show the long-term effect with only one unit in

operation, the simulation is continued at some reduced flows for
each scenario. With the series compressor, the flow is reduced to
362.5* 103 Nm3/h ~324.5 mmscfd! at the pipeline outlet at time
10.1 hours. The pipeline outlet reaches a steady pressure of 44.6
bara~647 psia! at time 15 hours~Fig. 13!. With the parallel com-
pressor arrangement a flow of 362.5* 103 Nm3/h ~324.5 mmscfd!
is not possible due to choked condition of the remaining compres-
sor. The flow in this case is reduced to approximately

330.5* 103 Nm3/h ~296 mmscfd! ~Fig. 14!. The pipeline outlet
pressure in this case settles out to 47.9 bara~694 psia! at time 12
hours. This flow is 9.6% lower than the 362.5*103 Nm3/h ~324.5
mmscfd! achievable with the series compressor.

Compressor Requirements
The study of both scenarios suggests certain requirements for

the compression system~Fig. 15!. Beyond the quest for higher
compressor peak efficiencies, the operating requirements set forth
in this study as well as in other references~Kurz and Cave@4#!
require a compressor capable of operating over a wide operating
range at high efficiency.

Wide operating range in a centrifugal compressor can be
achieved by a combination of means.

Aerodynamic theory suggests a strong relationship between op-
erating range, efficiency and impeller backsweep~Cumpsty@5#!.
However, there is a practical limit to the amount of backsweep. In
particular, increasing backsweep reduces the capability of an im-
peller of given tip speed to make head.

However, with the capability to use two impellers in a casing,
this perceived disadvantage can be eliminated. The operating
range is further increased by the use of a vaneless diffuser.

This study assumes a two stage compressor for the parallel
application. While it is acknowledged that the required head could
have been produced by a single-stage compressor, this single-
stage machine would probably exhibit a lower efficiency and op-
erating range.

Table 3 Operating conditions, series arrangement

Time, hr 1.0 10.10

Unit LP HP LP

Suction Press.
Bara ~psia!

62.1
~900.0!

81.3
~1179.0!

70.4
~1021.0!

Disch. Press.
Bara ~psia!

81.3
~1179.0!

104.6
~1517.0!

94.6
~1372.0!

Head kJ/kg
~ft-lbf / lbm!

35.23
~11785!

35.2
~11776!

38.04
~12727!

Capacity
m3/min ~acfm!

~3644! ~2960! ~2934!

Speed, rpm 13512 12949 13348
Efficiency, % 83.6 84.0 83.5
Surge Margin % 36.0 25.0 21.0

Fig. 6 Parallel scenario two-stage compressor map operating
point time 1.0 to 7.26 hours

Table 4 Summary for series arrangement

Time
Hrs

Pipe
Inlet
press.
Bara
~psia!

Pipe inlet
Flow

103 Nm3/h
~MMSCFD!

Line Pack
Pack 1 106 Nm3

~MMSCF!

Station
Inlet
Press.
Bara
~psia!

Station
Flow

103 Nm3/h
~MMSCFD!

Station
Outlet
Press.
Bara
~psia!

Pipe
Outlet
Press.
Bara
~psia!

Pipe
Outlet
Flow

103 Nm3/h
~MMSCFD!

Line Pack
Pack 2

106 Nm3

~MMSCF!

0–1.0 104.6
~1517!

391 ~350! 2.57 ~96! 62.1
~900!

391 ~350! 104.6
~1517!

56.8
~823!

391 ~350! 2.71 ~101!

1.15 104.6
~1517!

391 ~350! 2.63 ~98! 70.3
~1019!

307 ~274! 98.3
~1425!

56.7
~822!

391 ~350! 2.68~100!

2.0 104.6
~1517!

374 ~335! 2.68~100! 71.2
~1033!

329 ~295! 97.9
~1420!

55.8
~810!

391 ~350! 2.60~97!

4.0 104.6
~1517!

355 ~318! 2.73~102! 71.9
~1043!

351 ~315! 97.4
~1412!

51.3
~743!

391 ~350! 2.52~94!

6.0 104.6
~1517!

354 ~317! 2.73 ~102! 71.6
~1038!

357 ~320! 96.6
~1400!

47.6
~690!

391 ~350! 2.44~91!

7.26 104.6
~1517!

355 ~318! 2.71 ~101! 71.2
~1033!

359 ~322! 95.9
~1391!

45.6
~661!

391 ~350! 2.39~89!

10.1 104.6
~1517!

358 ~321! 2.71~101! 70.4
~1021!

362 ~325! 94.6
~1372!

41.4
~600!

391 ~350! 2.31~86!

Fig. 7 Series scenario pipe outlet pressure
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Alternatives
While this study contains a number of assumptions, most of

them are close to real operating scenarios. Certainly, the selection
of the compressor design points may seem somewhat arbitrary.

If, for example, the two-stage parallel compressors were se-
lected using higher flow impellers with a surge margin of 17%
instead of 35%, the remaining compressor would not choke out as
quickly and would settle out with a flow of approximately

352* 103 Nm3/h at 45.8 bara~315 mmscfd at 664 psia! pipe outlet
pressure. This is still 3% lower than the flow achievable with the
series compressor. However, such a design point would not fall
into the area of best efficiency for the compressor.

Finally, the operating companies may not desire such a low
surge margin for their normal operating point, which is generally
designated to be a point at which the compressor will run most of
the time, but instead may prefer enough surge margin to cover
other off-design low-flow conditions.

Fig. 8 Series scenario station pressure flow

Fig. 9 Series scenario line pack and inlet flow

Fig. 10 Series scenario LP compressor speed and efficiency

Fig. 11 Series scenario one-stage compressor map LP operat-
ing point time 1.0 to 10.10

Fig. 12 Series scenario one-stage compressor map HP
operating point time 1.0

Fig. 13 Series scenario outlet pressure with 324.5 mmscfd
flow at time 10.1 hours
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Conclusions
This paper addresses the behavior of the pipeline system under

the assumed conditions and confirms the advantage of series op-
eration in a two-unit station without a standby unit.

Pipeline pressure/flow characteristics may differ and other con-
siderations such as future growth, standby philosophy, availability,
reliability, flexibility, and other factors may influence the arrange-
ment of compressor sets. However, the results and considerations
presented form a basis for decisions on the subject.
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Nomenclature

A 5 area
C 5 constant
D 5 diameter
e 5 pipeline efficiency

f DW 5 Darcy Weisbach friction factor
SG 5 specific gravity relative to air
H 5 elevation
L 5 length
p 5 pressure
Q 5 volumetric flow ~capacity!
R 5 gas constant
T 5 temperature
t 5 time

V 5 flow velocity
W 5 mass flow
x 5 distance coordinate
Z 5 compressibility factor
r 5 density

Subscripts

a 5 average
b 5 base condition for standard state
i 5 inner
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Fig. 14 Parallel scenario outlet pressure with 296 mmscfd
Flow at time 7.26 hours
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A Comparison of Two Finite
Element Reduction Techniques for
Mistuned Bladed Disks
The high performance bladed disks used in today’s turbomachines must meet strict stan-
dards in terms of aeroelastic stability and resonant response level. One structural char-
acteristic that can significantly impact on both these areas is that of bladed disk mistun-
ing. To predict the effects of mistuning, computational efficient methods are much needed
to make free-vibration and forced-response analyses of full assembly finite element (FE)
models feasible in both research and industrial environments. Due to the size and com-
plexity of typical industrial bladed disk models, one must resort to robust and systematic
reduction techniques to produce reduced-order models of sufficient accuracy. The objec-
tive of this paper is to compare two prevalent reduction methods on representative test
rotors, including a modern design industrial shrouded bladed disk, in terms of accuracy
(for frequencies and mode shapes), reduction order, computational efficiency, sensitivity to
intersector elastic coupling, and ability to capture the phenomenon of mode localization.
The first reduction technique employs a modal reduction approach with a modal basis
consisting of mode shapes of the tuned bladed disk which can be obtained from a classical
cyclic symmetric modal analysis. The second reduction technique uses Craig and Bamp-
ton substructure modes. The results show a perfect agreement between the two reduced-
order models and the nonreduced finite element model. It is found that the phenomena of
mode localization is equally well predicted by the two reduction models. In terms of
computational cost, reductions from one to two orders of magnitude are obtained for the
industrial bladed disk, with the modal reduction method being the most computationally
efficient approach. @DOI: 10.1115/1.1415741#

Introduction

A bladed disk is made of a certain number of sectors assembled
around a rotational axis. When the sectors are identical, the bladed
disk is a so-called cyclic symmetric or rotationally periodic struc-
ture. Cyclic symmetry is widely used to reduce full assembly
finite element models of bladed disks to a single sector to predict
the behavior of the entire assembly. Unfortunately, experience
shows that blade-to-blade geometric and structural variations may
occur during the manufacturing process and as a consequence of
in-service wear. This phenomena, known as mistuning, is shown
to have a large impact on the aeroelastic and resonant response of
bladed disks~@1,2#!.

Numerical predictions of the effects of mistuning on the free
vibrations and forced response of bladed disks have been mostly
performed with spring-mass models, with a few degrees-of-
freedom per sector~@3–9#!. These models have the advantage to
make the problem computationally tractable while capturing the
essential features. However, they are often difficult to correlate
with actual bladed disk finite element models. On the other hand,
full assembly finite element models may be a possible choice but
the computational cost~CPU and memory! is prohibitively high,
especially in the framework of Monte-Carlo simulations which
involve the analysis of a large number of mistuning configura-
tions.

Techniques have been developed and individually validated to
reduce the cost of full assembly finite element models. For ex-
ample, component mode synthesis methods are presented in

@10–16# and modal reduction methods in@17,18#. Validations
have been performed mostly on simplified bladed disks and on a
few industrial bladed disks~Table 1!.

In this paper, two reduction techniques are selected and com-
pared. The first method is based on a modal decomposition of a
full assembly mistuned bladed disk where the modal basis con-
sists of a set of tuned mode shapes obtained from a cyclic sym-
metric modal analysis~@18#!. The second method is based on a
Craig and Bampton substructuring and reduction of the full as-
sembly bladed disk where the substructures are the sectors of the
bladed disk~@10,19,20#!. One advantage of these two reductions is
to be applicable to unshrouded as well as shrouded bladed disks
without any particular extension. The Craig and Bampton reduc-
tion method can be used for the limiting cases of fully stuck and
fully slipping shroud interfaces, as well as for a transition of the
interfaces between these two conditions when including friction
constraints.

For the two selected reduction techniques, the present work
looks at a range of technical issues.~1! The relative accuracy of
the reduced-order models is studied on representative test cases.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-362. Manuscript received by IGTI Nov. 1999; final revi-
sion received by ASME Headquarters Feb. 2000. Associate Editor: D. Wisler.

Table 1 Test rotors for the validation of reduced-order models

Reference Test Geometry

@10# Cyclic symmetric plate
@12# Industrial rotor
@13# Simplified test rotor
@14# Simplified test rotor
@15# Cyclic symmetric plate
@16# Test ~shrouded! rotor
@22# Simplified test rotor
@26# Cyclic symmetric plate
@27# Cyclic symmetric plate
@28# Industrial turbine
@29# Research compressor
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Three test cases are considered:~a! an axisymmetric annular plate,
~b! a cyclic symmetric annular plate exhibiting strong mode local-
izations when mistuned, and~c! a typical modern design industrial
bladed disk. For all three test geometries, the comparison between
nonreduced finite element model and reduced-order models is
quantified.~2! The efficiencies of the reductions are compared not
only in terms of degrees-of-freedom but also in terms of compu-
tational times.~3! More specific issues are discussed such as pro-
gram vectorization and improved reanalysis algorithms to enhance
computational efficiency in the framework of Monte Carlo simu-
lations. ~4! The effects of mistuning on an industrial structure at
rest and at nominal rotational speed are also studied.

Background Theory
The small-amplitude free vibrations of a rotating bladed disk

assembly around its static position are governed by the following
finite element based system of equations,

M $d̈%1G$ḋ%1K $d%5$0%, (1)

whereM denotes the mass matrix,G the gyroscopic or Coriolis
matrix, andK the stiffness matrix~including centrifugal softening
and stiffening terms!. $d% is the finite element vector of dynamic
displacements.

Cyclic Symmetric Model. A tuned bladed disk is viewed as
an assembly ofN cyclic symmetric sectors. The sectors are num-
bered 0, . . . ,s, . . . ,N21 where 0 denotes a reference sector. The
dynamic displacements of the full assembly are decomposed in
travelling wave coordinates as follows:

$d i%5E$d̂ tw%0 , (2)

where$d i% denotes a vector ofindividual blade coordinatesand
$d̂ tw%0 a vector oftraveling wave coordinatesbased on the refer-
ence sector. The matrixE is defined as follows:

E5@e0 , . . . ,en , . . . ,eN21#, (3)

whereen are vectors ofCN,

en5^1ej 1bn . . . ej ~N21!bn&T, (4)

for n50, . . . ,N21. bn52pn/N is the interblade phase angle or
phase difference between consecutive sectors.

Combining~1! and ~2! gives the equations governing the free
vibrations of the tuned assembly in terms of travelling wave co-
ordinates~@21#!

M̂0,n
tw $d̂n

ẗw%01Ĝ0,n
tw $d̂n

ṫw%01K̂0,n
tw $d̂n

tw%05$0%, (5)

for n50, . . . ,Ncs whereNcs5N/2 ~resp. (N21)/2! if N is even
~resp. odd!. The systems of equations, Eq.~5!, are uncoupled and
solved individually.Ncs sets of frequenciesvm,n and mode shapes
$F̂m,n

tw %0 of the tuned bladed disk are obtained, withm
50, . . . ,M21. m is related to the blade mode shape~spanwise
harmonics!, and n to the assembly mode shape~circumferential
harmonics!. For an axisymmetric structure,m and n are, respec-
tively, the numbers of nodal circles and nodal diameters.

Mistuning Patterns. Numerically, the symmetry of a tuned
bladed disk can be destroyed in several ways. The approach
adopted in this work consists in perturbing the Young’s moduli~E!
of the finite elements of a certain number of sectors of the bladed
disk by a scaling factor«. If $Etun%0 is the vector of Young’s
moduli of the elements on the reference sector of the tuned bladed
disk, the selectedstiffness mistuningpattern can be described as
follows:

$Emis%s5~11«s!$E
tun%0 , (6)

for s50, . . . ,N21 where$Emis%s denotes the vector of Young’s
moduli of the elements belonging to sectors of the mistuned
bladed disk and«s is a mistuning coefficient. This method has the
advantage to characterize a mistuning pattern with a set ofN

parameters. These parameters can be set in a deterministic manner
to study a few mistuning configurations, or extracted from a popu-
lation of randomly generated reals in the framework of Monte
Carlo simulations. Other strategies to generate mistuning patterns
are found in the literature, for example a set of punctual masses is
used in@22#.

The following mistuning patterns are considered for the appli-
cations,

• mistuning of the reference sector, this belongs to the class of
partial mistuning,

«0Þ0 and «s50 for s51, . . . ,N21,

• alternate mistuning of consecutive sectors, this belongs to the
class ofharmonic mistuning,

«0Þ0 and «s52«s21 for s51, . . . ,N21.

Reduction Techniques
The objective is here to produce systematic reductions of a full

assembly finite element model to achieve fast and accurate pre-
dictions of the dynamic behavior of mistuned structures. The
modal decomposition method and the Craig and Bampton sub-
structuring and reduction method considered in this work are first
presented. The improvements made to the programming algo-
rithms to enhance computational efficiency in the framework of
Monte Carlo simulations are then discussed. The two reduction
techniques and the optimization schemes can cope with a wide
range of mistuning patterns, and are not limited to the simplified
mistuning patterns chosen for the applications.

Modal DecompositionÕReduction Method. The modal de-
composition method is based on the assumption that the mode
shapes of a mistuned bladed disk,F i , can be expressed as a linear
combination of a set of mode shapes of the tuned bladed-disk,
F i ,tun. The approach is well founded and accurate if the modal
basis is complete in terms of its circumferential harmonic~nodal
diameters! and spanwise harmonic~blade mode shapes! contents.

The algorithm developed consists of the following steps:

1 Cyclic symmetric modal analysis on a reference sector of the
tuned bladed disk according to Eq.~5!. A fixed numberM of blade
mode shapes is retained for all traveling waves.

2 Transform the previously determined mode shapes from trav-
elling wave coordinates to individual blade coordinates using
Eq. ~2!.

3 Project the vector of dynamic displacements of the mistuned
bladed disk along the modal basis.

$di%5Fi,tun$q%, (7)

where$q% is a vector of modal coordinates.
4 Project/reduce the finite element mass, gyroscopic and stiff-

ness matrices~X5M ,G,K ! of the mistuned bladed disk,
x5Fi ,tun,TXF i ,tun, (8)

wherex5m,g,k are the modal/reduced matrices.
5 Extract the eigenvalues and vectorsq of the system of modal

equations,
m$q̈%1g$q̇%1k$q%5$0%. (9)

6 Calculate the corresponding mode shapesFi of the mistuned
bladed disk using Eq.~7!.

Substructuring and Reduction Method. The bladed disk is
decomposed into substructures, where a substructure is a 360/N
degrees sector of the bladed disk. The finite element system of
equations of a substructure is projected along a basis of Craig and
Bampton substructure modes~@19#! which consists of~1! static
modesassociated with the left and right-hand side boundary
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degrees-of-freedom of the substructure,~2! internal vibrational
modesof the substructure clamped along the left and right-hand
side boundaries.

For a substructure withnL left-hand side boundary degrees-of-
freedom.nI internal degrees-of-freedom andnR right-hand side
boundary degrees-of-freedom, the Craig and Bampton basis con-
sists ofnL1mI1nR vectors wheremI is the number of substruc-
ture internal mode shapes retained,mI!nI . The reduction order is
highly dependent on the number of degrees-of-freedom,nL and
nR , at the substructure interfaces.

The following algorithm is applied to the assembly ofN sub-
structures:

1 Calculate the Craig and Bampton substructure modesT0
cb in

cylindrical coordinateson the reference sector/substructure of the
tuned bladed disk,

T0
cb5@FL,0 ,FI ,0 ,FR,0#, (10)

whereFL,0 and FR,0 are the static modes andFI ,0 the dynamic
modes of the~reference! substructure.

2 Project the nodal displacements of every substructure of the
mistunedbladed disk along the Craig and Bampton basis,

$di%s5T0
cb$dcb%s , (11)

for s50, . . . ,N21. For the tuned bladed disk,Ts
cb5T0

cb in cylin-
drical coordinates.

3 Calculate the reduced matrices of all Craig and Bampton
substructures,

Xs
cb5T0

cb,TXsT0
cb , (12)

whereXs5M s ,Gs ,K s are the finite element~nonreduced! matri-
ces of substructures, andXs

cb5M s
cb ,Gs

cb ,K s
cb the corresponding

Craig and Bampton~reduced! matrices, withs50, . . . ,N21.

4 Assemble theN reduced matrices.Xcb is obtained from
X0

cb , . . . ,XN21
cb for X5M ,G,K .

5 Extract the eigenvalues and vectorsFcb of the reduced sys-
tem of equations,

M cb$d̈cb%1Gcb$ḋcb%1K cb$dcb%5$0%. (13)
6 Calculate the mode shapes in individual blade and cylindrical

coordinates according to Eq.~11!.

Computational Performance Optimization. Experience
shows that the calculation of reduced matrices, Eqs.~8! or ~12!,
for new perturbations of the bladed disk is a computationally in-
tensive task. For example, for the modal decomposition method,
the calculation of the modal matrices represents between 50 per-
cent and 80 percent of the total computational cost of a re-
analysis. Therefore, improvements in the associated programming
and calculation algorithms may result in large computational per-
formance gains.

In this work, the computational cost of the reduced matrices has
been reduced in two ways. First, the in-house developed program
has been implemented on vector supercomputers, such as CRAY
J90, C90 and Fujitsu VX. Vectorization or vector processing com-
bines a specialized hardware architecture~using vector registers of
finite length!, a programming style and a vectorising compiler to
operate efficiently on large arrays~vectors! of data. The calcula-
tion of reduced matrices can be broken into series of vector op-
erations and therefore theoretically 100% vector efficiency can be
achieved, leading to large reductions in execution time. Secondly,
the computational cost is further reduced by calculating the re-
duced matrices from the element matrices rather than from the
assembled matrices. The reduced matrices are first calculated for
the tuned configuration. Then, for a given mistuning configura-
tion, contributions to the reduced matrices are evaluated for the
limited set of finite elements which are mistuned. For the modal
reduction method, this can be written as follows:

Dx5 (
s pert.

(
e pert.

F~s,e!
i ,tun,TDX~s,e!F~s,e!

i ,tun , (14)

whereDX(s,e) is the perturbation of the elemental matrixX(s,e)
~for elemente of sectors! from the tuned state,

DX5X2Xtun. (15)

The reduced matrix, Eqs.~8!, is calculated as follows:

x5F i ,tun,TXtunF i ,tun1Dx, (16)

where only the termDx is recalculated, according to Eq.~14!, for
a given perturbation of the tuned bladed disk. A similar technique
is used to evaluate the Craig and Bampton reduced matrices,
Eq. ~12!.

Simple Geometries

Test Geometries. Two test geometries, AXI and CYCL, with
different intersector coupling strengths are selected. AXI is the
axisymmetric annular plate shown in Fig. 1. CYCL is an annular
plate with 20 cyclic symmetric sectors, Fig. 2. The plates have an
inner radius (r i) of 10 cm, an outer radius (r o) of 20 cm, and a
thickness ~h! of 3 mm. The constitutive material is titanium

Fig. 1 AXI plate

Fig. 2 CYCL plate
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with the following mechanical properties:E51.1 1011 N/m2,
r54430 kg/m3 and n50.35. The plates are clamped and free,
respectively, along the inner and outer radii.

The AXI plate is a cyclic symmetric structure with a strong
intersector elastic coupling strength. In a similar fashion, the
CYCL plate is a cyclic symmetric structure with a weak intersec-
tor elastic coupling strength. The AXI~resp. CYCL! plate can be
viewed as a simplified model of a continuously shrouded~resp.
unshrouded! bladed disk.

Models. The following four models are compared:~1! CS:
cyclic symmetric modal analysis according to Eq.~5!; ~2! direct
FEM: full assembly non-reduced modal analysis according to Eq.
~1!; ~3! MR: full assembly modal analysis with the modal reduc-
tion method according to Eqs.~7!–~9!; ~4! CBSR: full assembly
modal analysis with the Craig and Bampton substructuring and
reduction method according to Eqs.~10!–~13!.

The direct FEM analyses are performed with ANSYS.1 The two
reduced-order models~MR, CBSR! have been implemented in an
in-house developed finite element code. The cyclic symmetric
modal analyses of the AXI and CYCL plates are based on assem-
blies of 20 sectors, i.e.,N520.

Reduction Orders. The full assembly finite element models
of the AXI and CYCL plates are shown in Figs. 1 and 2. The mesh
of the AXI plate consists of 480 H20 solid elements~isoparamet-
ric second-order three-dimensional hexaedral elements with 20
nodes! and 3760 nodes. For the CYCL plate, there are 400 H20
elements and 3600 nodes.

The sizes of the CS, direct FEM, MR and CBSR models are
reported in Table 2. For the MR analysis, the modal basis consists
of 80 full assembly modes, including first/second/third bending
mode shapes with 0 to 10 nodal diameters~twin mode shapes
included!. For the CBSR analysis of the AXI plate, the Craig and
Bampton basis consists of 90 left and 90 right-hand side static
modes and 14 dynamic modes per substructure. For the CBSR
analysis of the CYCL plate, the basis consists of 30 left and 30
right-hand side static modes and 14 dynamic modes per substruc-
ture.

The MR method gives a 99 percent reduction of the number of
degrees-of-freedom from the nonreduced full assembly model~di-
rect FEM!. This is the largest reduction obtained. The CBSR
method leads to a 80–90 percent reduction. Note that the numbers
of degrees-of-freedom of the CBSR and CS models are about the
same~Table 2!. The size of the cyclic symmetric model~CS! is
about 2/N times that of the parent finite element model~direct
FEM!.

Free Vibrations of the Tuned Plates. The frequencies of the
tuned plates are given in Table 3 for the first bending~1B! or zero
nodal circle modes with 0 to 6 nodal diameters. The same fre-
quencies are predicted with the four models. For the AXI plate,
the predicted frequencies also compare very well with the analyti-
cal solution for thin annular plates. For tuned assemblies, the
nodal diameter pattern provides a convenient way to group mode
shapes. In this case, the cyclic symmetric model has the strong
advantage to provide a systematic ordering of modes as a function
of the number of nodal diameters whereas the full assembly mod-
els give the modes ordered according to increasing frequencies.

Free Vibrations of the Mistuned Plates. The AXI and
CYCL plates are partially mistuned with up to ten percent stiff-
ness perturbation of the reference sectors,210 percent
<«0<110 percent and«s50 for s51, . . . ,N21. A perturbation
of ten percent is large compared to actual mistuning patterns of
industrial rotors. However, the objective of this work is to dem-
onstrate that the selected reduction models are robust and can
handle a wide range of mistuning patterns.

• AXI Plate. The frequencies of the mistuned AXI plate pre-
dicted with the direct FEM~reference!, MR and CBSR models are
given in Table 4 for the first five modes. Unlike the tuned case,
mistuned modes are not characterized in terms of number of nodal
diameters because they usually result from the combination of
several nodal diameters. The frequencies predicted without and

1ANSYS, Swanson Analysis Systems, Inc., USA.
Fig. 3 First mode shape of the mistuned AXI plate „«0Ä
¿10 percent …. 0 indicates the reference sector.

Table 2 Sizes of the CS, direct FEM, MR, and CBSR models

Models AXI CYCL

CS ~ref.! 1188 1020
Direct FEM ~ref.! 10080 9600

MR reduction 80 80
CBSR reduction 2080 880

Table 3 Frequencies of the tuned AXI and CYCL plates for
modes with 0 nodal circle „1B… and 0 to 6 nodal diameters. * :
blade mode and nodal diameter patterns.

AXI CYCL

Modes~* ! ~Hz! Modes~* ! ~Hz!
1 ~1B-0D! 248.9 1~1B-0D! 252.6

2, 3 ~1B-1D! 252.7 2, 3~1B-1D! 254.1
4, 5 ~1B-2D! 275.1 4, 5~1B-2D! 258.9
6, 7 ~1B-3D! 340.1 6, 7~1B-3D! 267.8
8, 9 ~1B-4D! 462.8 8, 9~1B-4D! 281.1

10, 11~1B-5D! 643.1 10, 11~1B-5D! 298.2
12, 13~1B-6D! 875.7 12, 13~1B-6D! 317.1

Table 4 Comparison of the first five frequencies of the mis-
tuned AXI and CYCL plates

Mode

AXI , «0Ä¿10% CYCL , «0ÄÀ10%

Direct FEM
~Ref.!

MR ,
CBSR

Direct FEM
~Ref.!

MR ,
CBSR

1 249.38 249.38 250.68 250.63
2 252.88 252.88 253.28 253.23
3 253.97 253.97 254.06 254.00
4 275.57 275.57 257.93 257.87
5 276.08 276.08 258.79 258.72

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 945

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with reduction~Table 4! are in excellent agreement. They can be
compared to the tuned frequencies of the 1B-0D, 1B-1D, and
1B-2D modes~Table 3!. In the present case, the mistuned frequen-
cies differ very little from the tuned frequencies. The first mode
shape of the mistuned plate is shown in Fig. 3. This is a dominant
zero nodal diameter first bending~1B-0D!. The same mode shape
is predicted with the direct FEM, MR, and CBSR models. A trav-
eling wave decomposition gives three dominant circumferential
harmonics, a zero nodal diameter for 87.6 percent, a first nodal
diameter for 11.2 percent, and a second nodal diameter for 1.2
percent.

Figure 4 is a comparison of the lowest 78 frequencies of the
mistuned AXI plate predicted with and without reduction. The
direct FEM, MR, and CBSR models compare excellently well
over the entire range of modes. Figure 4 also quantifies the com-
parison between mode shapes in terms of MAC~Modal Assurance
Criterion @23#!. A MAC of 1 indicates a perfect agreement be-
tween the pairs of mode shapes.

Figure 5 shows the variations of the first frequency as a func-
tion of the mistuning strength«0 , for variations from210 percent

to 110 percent. The results with and without reduction are here
again in excellent agreement. It is important to note that the fre-
quency is not a linear function of«0 . The degree of nonlinearity
is a measure of the sensitivity of a particular mode to mistuning.

CYCL Plate.Looking now at Table 4 and Figs. 6–8, the con-
clusions previously given for the AXI plate can be transposed to
the CYCL plate. Regarding the sensitivity of the first mode shape
to mistuning, Fig. 6 shows a strong mode localization on a few
blades around the mistuned~reference! sector. The phenomena of
mode localization typically occurs for disordered or mistuned sys-
tems with weak coupling between the system components~i.e.,
sectors!, for example see@6#.

Overall, the results obtained on the AXI and CYCL plates
clearly demonstrate the ability of the modal reduction method to
predict strongly localized modes, provided a sufficient number of
circumferential harmonics~or nodal diameters! are included in the
modal basis.

Fig. 4 Comparison of lowest 78 modes of the mistuned AXI
plate „«0Ä¿10 percent … with and without reduction

Fig. 5 Comparison of first natural frequency of the AXI plate
as a function of «0

Fig. 6 First mode shape of the mistuned CYCL plate „«0Ä
À10 percent …. 0 indicates the reference sector.

Fig. 7 Comparison of lowest 78 modes of the mistuned CYCL
plate „«0ÄÀ10 percent … with and without reduction
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Industrial Bladed Disk

Description of the Fan. The industrial test case selected is
the DCAHM1 transonic shrouded fanshown in Fig. 9~b! which
belongs to a first fan stage of a modern aeroengine. The rotor has
30 blades with an aspect ratio of 3.4 and part-span shrouds located
at about 60 percent span. Additional geometrical parameters are
reported in Table 5. The constitutive material is titanium with the
following mechanical properties:E51.1 1011 N/m2, r54430
kg/m3, and n50.35. The DCAHM1 rotor exhibits many of the
characteristics of modern high-performance turbomachinery de-
signs. The structural and aeroelastic behaviors of the tuned rotor
have been previously studied in@20,24,25#. Here, it is proposed to
study the sensitivity of the first frequencies and mode shapes of
the rotor to the combination of mistuning strength and centrifugal
stiffening.

Modeling. The same MR and CBSR reduction models com-
pared on the AXI and CYCL plates are applied to the present
industrial rotor. The full assembly finite element modeling is per-
formed with the ABAQUS2 code.

Two meshes are considered, the 12 degrees sectorial mesh
shown in Fig. 9~a! and the full assembly mesh shown in Fig. 9~b!.
The finite element is a 20-node hexaedral element. The sectorial
mesh used for the cyclic symmetric modal analyses consists of
3624 nodes and 534 elements. The full assembly mesh has
102,210 nodes and 16,020 elements. To avoid the problem of
‘‘artificial numerical mistuning,’’ the full assembly mesh is gener-
ated by copying and rotating the reference cyclic symmetric mesh
sector~Fig. 9~a!! N21 times around the rotational axis.

It should be noted that, in this presentation, the shroud-to-
shroud interfaces are modeled as being continuous, i.e. the con-
tacts are fully stuck.

Reduction Orders for Full Assembly Modal Analyses. The
number of degrees-of-freedom of the full assembly models with-
out reduction~direct FEM model! and with reduction~MR and
CBSR models! are reported in Table 6. With 4 blade modes re-
tained for all nodal diameters giving a total of 120 modes, the MR
model has about 2500 times fewer degrees of freedom than the
FEM model. The CBSR model gives about 13 times less degrees-
of-freedom. In the present case, the CBSR and CS models have
about the same number of degrees-of-freedom. The Craig and
Bampton basis consists of 774 static modes and 14 dynamic
modes per substructure. 98 percent of the degrees-of-freedom left
after reduction are associated with the Craig and Bampton sub-
structure static modes.

The reduction of the number of degrees-of-freedom may be
quite different from the CPU time reduction depending on the
computational cost of performing the reduction~i.e., calculating

2ABAQUS, Hibbitt, Karlsson & Sorensen, Inc., USA.

Fig. 8 Comparison of first natural frequency of the CYCL plate
as a function of «0

Fig. 9 „a… 12 deg sectorial mesh and Craig and Bampton sub-
structure, „b… full assembly mesh

Table 5 Geometrical parameters „AR: aspect ratio, HTR: hub-
tip ratio …

Parameters DCAHM1

Number of blades 30
Average radius, hub and tip~m! 0.195 and 0.509

Average blade length~m! 0.314
Average chord~m! 0.090

Stagger, hub and tip~deg! 10.8 and 57.2
AR ~2! 3.4

HTR ~2! 0.38
Twist ~deg! 46.4

Table 6 Statistics of the CS, direct FEM, MR, and CBSR mod-
els applied to an industrial bladed-disk. †: CPU time of a CRAY
J90 vector computer, L: tuned bladed-disk, Š: mistuned
bladed-disk with perturbations of sector 0 only, ': 150
modes Ä10 modes Õnodal diameter Ã15 diameters, ;: with vec-
torization.

CS Direct FEM MR CBSR

Number of DOF 21 666 304 650 120 23 640
Alloc. memory 88 Mb 728 Mb 670 Mb 1.1 Gb
Disk space 500 Mb 4.6 Gb 1 Gb 1 Gb

Static Analysis
CPU mins~†! 9 3400 9 9

Modal Analysis ~L!
Nb. of modes calc. 150~'! 20 120 210
CPU mins 105 600~;! 138 ~;! 405 ~;!
CPU mins per mode 0.7 30 1.15 1.93

Reanalysis~%!
CPU mins per mode NA 30 0.275 1.6
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the reduced matrices!. The performances obtained with the in-
house developed code and ABAQUS both in serial mode on a
CRAY J90 vector supercomputer are listed in Table 6. The com-
putational times with the direct FEM, MR, and CBSR models are
given with full vectorization. For the present implementation of
the MR and CBSR models, full vectorization~i.e., above 90 per-
cent vector efficiency! decreases the CPU time by a factor 7–10.
The MR ~resp. CBSR! modal analysis of the tuned bladed disk
requires about 4.4~resp. 1.5! times less CPU time than the direct
FEM modal analysis for the extraction of six~resp. ten! times as
many modes. For a reanalysis of the partially mistuned bladed
disk, the direct FEM model is about 109~resp. 19! times more
expensive than the reduced MR~resp. CBSR! model. The cost of
full assembly reduced analyses is therefore clearly attractive. The
main drawback is that, despite significant CPU time reductions, a
large amount of~primary! memory is still necessary.

Modes of Tuned Bladed Disk at 8000 rpm. The first 12
frequencies of the tuned rotor predicted with the CS, direct FEM,
MR, and CBSR models are given in Table 7. The results show the
presence of twin modes with perfectly identical frequencies. A

very good agreement is found between the cyclic symmetric
analysis, the nonreduced~direct FEM! and reduced~MR, CBSR!
order modeling of the full assembly. The marginal differences
between the Direct FEM and other models are purely down to
how nonlinear effects are treated in ABAQUS and the in-house
FE code for the determination of the pre-stressed state of the
blades under the combined effects of centrifugal stiffening and
softening. A MAC of 1 is obtained between the pairs of mode
shapes predicted with and without reductions for the first 210
modes. Figure 10 is a contour plot of the axial component of the
second mode shape of the tuned bladed disk, which corresponds
to a first bending of the blades with one nodal diameter~1B-1D!.

Looking now at the CPU performances obtained for the tuned
bladed disk~Table 6!, the least computational cost per mode is
obtained with the cyclic symmetric model. The MR and CBSR
analyses of the full assembly are slightly more expensive than the
CS analysis of a reference sector. The CBSR analysis is more

Fig. 10 Axial component of the second mode shape „1B-1D… at 8000 rpm for the
tuned bladed disk, CBSR model

Table 7 First tuned frequencies „Hz… at 8000 rpm sorted by
increasing order. * : blade mode and nodal diameter patterns

Mode ~* !
CS

~Ref.!
Direct FEM

~Ref.! MR , CBSR

1 ~1B-0D! 171.62 171.17 171.62
2,3 ~1B-1D! 314.39 313.90 314.39
4,5 ~1B-2D! 321.81 321.36 321.81
6 ~2B-0D! 325.42 324.71 325.42

7,8 ~1B-3D! 346.08 345.67 346.08
9,10 ~1B-4D! 367.71 367.35 367.71
11,12~1B-5D! 380.81 380.45 380.81

Table 8 First frequencies at 0 rpm for «0ÄÀ10 percent

Mode

Direct FEM „Ref.…
MR , CBSR

~Hz!~Hz! DtÀmv „% …

1 112.64 20.17 112.66
2 212.29 20.96 212.30
3 214.31 20.02 214.31
4 214.87 20.20 214.86
5 215.26 20.02 215.24
6 220.35 20.62 220.34
7 221.70 20.02 221.68
8 225.25 21.21 225.25
9 228.03 20.01 227.98

10 228.85 21.20 228.84
11 231.66 20.05 231.63
12 231.77 20.01 231.75
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expensive than the MR analysis but remains considerably more
efficient than the direct FEM analysis.

Modes of Mistuned Bladed Disk at Rest. The free vibra-
tions of the mistuned bladed disk at rest are predicted with and
without reductions for three mistuning patterns, corresponding re-
spectively to a ten percent decrease in stiffness of sector 0 («0
5210 percent), a ten percent increase in stiffness of sector 0

Fig. 11 Lowest 210 natural frequencies predicted with CBSR
reduced-order model of the full assembly at rest, solid line:
tuned, dashed line: «0ÄÀ10 percent, dotted line: «0
Ä¿10 percent, dotted-dashed line: alternate ten percent mis-
tuning

Fig. 12 Axial component of the second mode shape at 0 rpm for partial mistuning
with «0ÄÀ10 percent, CBSR model. 0 denotes the reference sector.

Table 9 First frequencies at 0 rpm for «0Ä¿10 percent

Mode

Direct FEM „Ref.…
MR , CBSR

~Hz!~Hz! DtÀmv „% …

1 113.01 0.16 113.03
2 214.38 0.01 214.37
3 214.65 0.14 214.64
4 215.35 0.03 215.33
5 215.93 0.29 215.92
6 221.77 0.02 221.75
7 222.20 0.20 222.18
8 228.08 0.03 228.03
9 228.37 0.14 228.36

10 231.66 0.02 231.63
11 231.78 0.00 231.76
12 231.92 0.06 231.89

Table 10 First frequencies at 0 rpm for alternate mistuning
with «sÄÁ10 percent

Mode

Direct FEM „Ref.…
MR
~Hz!

CBSR
~Hz!~Hz! DtÀmv „% …

1 112.73 20.09 112.81 112.75
2 210.58 21.76 210.72 210.57
3 210.58 21.76 210.72 210.57
4 211.29 21.86 211.39 211.28
5 211.29 21.86 211.39 211.28
6 215.87 22.64 215.94 215.85
7 215.87 22.64 215.94 215.85
8 219.80 23.61 219.85 219.77
9 219.80 23.61 219.85 219.77

10 222.17 24.10 222.21 222.14
11 222.17 24.10 222.21 222.14
12 223.51 23.57 223.56 223.49
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(«05110 percent), and ten percent alternate perturbations of the
sectors («s5610 percent). The frequencies of the first twelve
modes are reported in Table 8 for«05210 percent, in Table 9 for
«05110 percent, and in Table 10 for«s5610 percent.

The following sensitivity parameter is used in Tables 8–10 to
quantify the differences between the tuned and mistuned frequen-
cies:

D t2mv5
vmistuned2vtuned

vtuned . (17)

Small differences are observed between the tuned and mistuned
frequencies and little variations between the different mistuning
patterns. This statement also applies to the first 210 frequencies of
the bladed-disk as shown in Fig. 11. It is also interesting to note
the presence of pairs of identical frequencies in Table 10. Due to

the repetitive nature of the alternate mistuning pattern and because
N is even, this mistuned bladed disk is a cyclic symmetric struc-
ture with N/2 sectors. The alternate mistuning also leads to the
largest variations of theD t2mv parameter.

Tables 8–10 demonstrates the level of accuracy sustainable by
the two reduced order models in terms of frequency on an indus-
trial application. This also translates nicely to the mode shapes
which are indistinguishable both visually and in terms of MAC.
The MR model is behaving exceptionally well given that it com-
bines both the largest reduction order and accuracy.

The second mode shape of the mistuned bladed disk is shown
in Fig. 12 for «05210 percent, and in Fig. 13 for«05
110 percent. For the210 percent perturbation, the vibration is
strongly localized around the mistuned~reference! sector. The
minimum and maximum normalized axial components are respec-
tively 11.0 ~right-hand side! and20.21 ~left-hand side! produc-

Fig. 13 Axial component of the second mode shape at 0 rpm for partial mistuning
with «0Ä¿10 percent, CBSR model. 0 indicates the reference sector.

Table 11 First frequencies at 8000 rpm for «0ÄÀ10 percent

Mode

Direct FEM „Ref.…
MR , CBSR

~Hz!~Hz! DtÀmv „% …

1 171.02 20.09 171.33
2 313.28 20.19 313.05
3 313.83 20.02 314.31
4 320.85 20.16 320.74
5 321.25 20.03 321.67
6 324.36 20.11 324.96
7 345.15 20.14 344.73
8 345.57 20.02 345.95
9 366.77 20.15 365.57

10 367.30 20.01 367.64
11 379.77 20.17 377.14
12 380.42 0.00 380.76

Table 12 First frequencies at 8000 rpm for «0Ä¿10 percent

Mode

Direct FEM „Ref.…
MR , CBSR

~Hz!~Hz! DtÀmv „% …

1 171.31 0.08 171.90
2 313.96 0.02 314.45
3 314.37 0.15 315.14
4 321.47 0.04 321.94
5 321.80 0.14 322.59
6 325.09 0.12 326.04
7 345.75 0.03 346.20
8 346.10 0.13 346.93
9 367.40 0.02 367.78

10 367.75 0.11 368.51
11 380.47 0.01 380.85
12 380.81 0.10 381.46

950 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ing a pronounced asymmetry. For«05110 percent, the same
mode shape is tuned and its nodal diameter is aligned along the
mistuned sector~Fig. 13!. Despites weak to strong sensitivities of
the mode shapes to mistuning, the mistuned frequencies~Tables
8–10, Fig. 11! differ very little from the tuned frequencies.

Modes of Mistuned Bladed Disk at 8000 rpm. The frequen-
cies of the first twelve modes of the mistuned bladed disk at 8000
rpm are given in Tables 11 and 12 for partial mistuning with«0
5210 percent and«05110 percent, respectively. Based on the
direct FEM predictions, theD t2mv parameter varies from20.19
percent~mode 2 of Table 11! to 0.15 percent~mode 3 of Table
12!. The frequencies of the bladed disk are therefore here again
very little affected by the selected mistuning patterns. The results
obtained with the MR and CBSR models are compared in Tables
11 and 12. A perfect agreement is found.

For «05210 percent, the second mode shape predicted with
the CBSR reduction is shown in Fig. 14. It has a one nodal diam-
eter pattern very similar to the second tuned mode of Fig. 10.
However, it is not cyclic symmetric since the minimum axial com-
ponent is20.57~left-hand side! for a maximum of 1.0~right-hand
side!. For «05110 percent, the second mode shape of the mis-
tuned bladed-disk shown in is nearly identical to the tuned mode
shape of Fig. 10. Overall, these results show that the second mode
shape of the DCAHM1 bladed disk is much more sensitive to
negative than positive stiffness perturbations.

Comparison of the Modes at Rest and 8000 rpm. It is in-
teresting to see that the sensitivities of the bladed disk to mistun-
ing at rest and 8000 rpm are very different. At rest, the second
mode shape of the210 percent partially mistuned bladed disk
~Fig. 12! displays a strong localization of the vibration around the
mistuned~reference! sector. At 8000 rpm, the mode shape~Fig.
14! is clearly asymmetric but retains a strong one-nodal diameter

pattern. This can be explained by the fact that the rotational speed
has a strong stiffening effect which tends to average out the per-
turbations in stiffness introduced by mistuning.

Summary and Conclusions
A comparison of two classical reduction techniques applied to

full assembly free vibration analyses of mistuned bladed disks
was presented. The first reduction employs a modal reduction ap-
proach with a modal basis consisting of a set of tuned mode
shapes. The second reduction uses a Craig and Bampton substruc-
turing and reduction approach. The two reduced-order models are
compared on three representative test rotors, including a modern
design industrial shrouded bladed disk, in terms of accuracy~for
frequencies and mode shapes!, reduction order, computational ef-
ficiency, sensitivity to intersector elastic coupling, and ability to
capture the phenomenon of mode localization.

The two reduction methods can accurately predict the first
tuned and mistuned modes of two annular plates, with respec-
tively strong and weak intersector elastic coupling strengths, with
reductions of the number of degrees-of-freedom from 80 percent
to 99 percent compared to the nonreduced full assembly finite
element approach. The results did not show any sensitivity of the
two reduced order models to the intersector elastic coupling
strength. Besides, strongly localized mode shapes are accurately
predicted with the modal reduction method, provided a sufficient
number of circumferential harmonics are included in the modal
basis.

For the industrial shrouded bladed disk, the behaviors of the
reduced-order models were studied for several mistuning arrange-
ments with ten percent stiffness variations from the nominal state
for two rotational speeds. The frequencies and mode shapes of the
tuned and mistuned bladed disks predicted with the direct finite
element model, modal reduction model and Craig and Bampton

Fig. 14 Axial component of the second mode shape at 8000 rpm for partial mistun-
ing with «0ÄÀ10 percent, CBSR model. 0 indicates the reference sector.
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model compare perfectly well at rest. A very good agreement is
found at 8000 rpm. Besides, the two reduction methods are shown
to be computationally efficient with reduction in computational
times from 1 to 2 orders of magnitude. A comparison of the modes
of the tuned and mistuned bladed disks leads to several interesting
conclusions. The frequencies of the bladed disk are found to be
much less sensitive to stiffness mistuning than the mode shapes.
The second mode shape is very sensitive to negative stiffness
perturbations~210 percent! and almost insensitive to positive
stiffness perturbations~110 percent!. The second mode shape is
also much more sensitive to mistuning at rest than at 8000 rpm.

In an industrial environment, both reduction models can be
used to achieve substantial analysis cost reductions. For the mod-
eling of the industrial bladed disk with fully stuck shroud inter-
faces presented in this paper, the modal reduction approach is
clearly the most efficient. However, the Craig and Bampton ap-
proach remains competitive since a wider range of shroud-to-
shroud constraints can be used, including the limiting cases of full
stick and full slip conditions~@20#!, as well as for a transition
between these two states when incorporating shroud friction con-
straints.
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Effects of Wheel-Shaft-Fluid
Coupling and Local Wheel
Deformations on the Global
Behavior of Shaft Lines
Rotating parts of turbomachines are generally studied using different uncoupled ap-
proaches. For example, the dynamic behavior of shafts and wheels are considered inde-
pendently and the influence of the surrounding fluid is often taken into account in an
approximate way. These approaches, while often sufficiently accurate, are questionable
when wheel-shaft coupling is observed or when fluid elements are strongly coupled with
local structural deformations (leakage flow between wheel and casing, fluid bearings
mounted on a thin-walled shaft, etc.). The approach proposed is a step toward a global
model of shaft lines. The whole flexible wheel-shaft assembly and the influence of specific
fluid film elements are considered in a fully three-dimensional model. In this paper, the
proposed model is first presented and then applied to a simple disk-shaft assembly
coupled with a fluid film clustered between the disk and a rigid casing. The finite element
method is used together with a modal reduction for the structural analysis. As thin fluid
films are considered, the Reynolds equation is solved using finite differences in order to
obtain the pressure field. Data are transferred between structural and fluid meshes using
a general method based on an interfacing grid concept. The equations governing the
whole system are solved within a time-marching procedure. The results obtained show
significant influence of specific three-dimensional features such as disk-shaft coupling and
local disk deformations on global behavior.@DOI: 10.1115/1.1492830#

Introduction
Increasing requirements concerning the performances, reliabil-

ity, and security of turbomachines cannot be satisfied fully without
accurate knowledge of the behavior of their rotating parts. This
knowledge is usually obtained through numerical models that ac-
count for the main physical phenomena. Among these, the effects
of fluid-structure interactions are of major importance, since they
govern system stability and have significant influence on its dy-
namic characteristics~vibrational frequencies and amplitudes,
critical speeds, etc.!. Within this context, the goal of this study is
to develop a general modeling procedure, adapted to the analysis
of the dynamic behavior of shaft lines coupled with fluid films.

The general effect on rotordynamics of fluid films, occurring
for example in hydrodynamic journal bearings, thrust bearings
and seals~Childs @1#, Frêne et al.@2#, Diewald and Nordmann@3#,
Iwatsubo et al.@4#, etc.!, has been studied widely. More specifi-
cally, Desbordes et al.@5# analyzed the influence of pad elastic
deformations on the trajectory inside a tilting pad bearing, Berger
@6# showed that thrust bearing defects may have a significant ef-
fect and Van de Vandre and De Kraker@7# analyzed the influence
of bearing compliance. The effect of leakage flow between wheels
and casing has been pointed out by Childs@8,9#. All these ap-
proaches are based on classical rotordynamics hypotheses~La-
lanne and Ferraris@10#!, which consider only shaft bending-
torsional flexibility and cannot account efficiently for effects that
may be significant such as wheel shaft coupling, local wheel de-
formations or cross-sectional deformations of hollow thin-walled
shafts.

Concerning fluid-structure coupling, different types of tech-

nique can be used. Coupling is strong when both domains are
modeled using fully compatible discretizations and numerical
schemes. Associated with the arbitrary Lagrangian Eulerian
~ALE! concept, well adapted for dealing with moving boundaries,
strong coupling is efficient but supposes the development of very
specific tools~Bendiksen@11#!. Alternative coupling techniques,
which are slightly less strong, consider fluid and structural equa-
tions alternatively, with data used as a boundary condition be-
tween the two domains. These techniques are much more flexible
and allow the use of independent existing tools.

The coupling technique considered in this study is the latter,
associated to an interfacing grid to facilitate and systemize data
transfers between fluid and structure. The basic models are based
on a fully three-dimensional discretization of both domains, al-
lowing all types of global or local deformations. The global
coupled problem is solved using a time-marching procedure, after
projection on the uncoupled structural mode shapes at rest. The
advantages of this reduction are twofold. It permits a necessary
major reduction in computational effort and it increases the effi-
ciency of the retained coupling technique.

In this paper, the proposed procedure is first described and then
applied to a simple disk-shaft system. The application allows vali-
dation and shows the significant effects that disc-shaft coupling or
local disk deformations can have on the global behavior of a rotor.

Numerical Model

Structural Dynamic Behavior. The structure is discretized
using the finite element method and studied with respect to the
rotating frame, allowing the processing of complex shaped non-
axisymmetric cases. The equations, governing the motion of the
structure rotating in a fluid environment, are derived from the
internal energies~kinetic, potential, dissipation! as well as from
the work done by the external forces, by applying the Lagrange’s
equations. The system obtained is the following:

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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@M #$d̈%1@C1Cn1Cr #$ḋ%1@KE1KS1KG1KA1KCn#$d%

5$F~d,ḋ,d̈ !% (1)

where$d̈%, $ḋ%, and$d% are, respectively, the nodal acceleration,
velocity, and displacement vectors.@M# and@KE# are the standard
mass and elastic stiffness matrices.@C#, @KS1KG1KA# are linked
to the effect of rotation,@Cn1Cr # and @KCn# are matrices ac-
counting for damping, and$F% is the nodal forces vector. The
effects of rotation are divided into gyroscopic effects@C#, stress
stiffening @KG#, and spin softening@KS# effects, and into effects
induced by rotational speed variations@KA#. Two types of damp-
ing are considered: internal or rotating damping,@Cr #, and non-
rotating damping,@Cn# and @KCn#. $F% accounts for classical
forces~weight, unbalance, etc.! as well as forces induced by the
fluid. The developments leading to these motion equations are not
presented here but can be found in Genta@12#, Jacquet-Richardet
et al. @13#, and Hsieh and Abel@14#.

A direct solution of Eq.~1! has major drawbacks. First, when
considering real structures, the number of degrees-of-freedom
needed for an accurate analysis is large, leading to prohibitive
computer costs. Secondly, fluid effects must be transferred into
nodal equivalent forces, leading generally to information losses.
Thirdly, a full fluid and structural model, using compatible meshes
and numerical procedures, is often not desirable as it supposes the
use of very specific tools. As shown below, these drawbacks can
be overcome by considering a modal approach coupled with the
use of an interfacing grid concept.

Modal Reduction. Let us consider the undamped structure at
rest in a vacuum. Thus, in this case, Eq.~1! reduces to

@M #$d̈%1@KE#$d%5$0%. (2)

The solution of this system, done directly or by using a cyclic
symmetrical approach, gives a set of mode shapes$F i%, which
can be grouped into a modal matrix@F#. Assuming that the un-
known displacements$d% can be written as a linear combination of
these basic shapes, then

$d%5@F#$q%. (3)

Equation~1! becomes

@m#$q̈%1@c#$q̇%1@k#$q%5$ f % (4)

where @m#, @c#, and @k#, respectively, modal mass, damping, and
stiffness matrices, are full matrices obtained from

@m#5@F# t@M #@F#

@c#5@F# t@C1Cn1Cr #@F# (5)

@k#5@F# t@KE1KS1KG1KA1KCn#@F#.

Similarly, disregarding forces induced by the fluid, the modal
forces vector is obtained from

$ f %5@F# t$F%. (6)

Equation~4! is solved within a time-marching procedure with
information passing between fluid and structural domains through
an interface grid. In addition to the reduction in computational
effort, the modal approach gives two other important advantages.
First, modal quantities can be obtained using different original
meshes and numerical schemes. Secondly, structural damping can
be introduced in its modal form using, for example, experimental
results. This reduction has been validated with respect to numeri-
cal and experimental reference results in Jacquet-Richardet et al.
@13,15#.

Fluid-Structure Coupling and Solution. The coupled sys-
tem is composed of a structural domain, a fluid domain and the
associated fluid structure interface. The structure is discretized
using finite elements, for example, an efficient 20 nodes volume

isoparametric element. For the fluid domain, various discretization
techniques are used classically: finite elements, finite volumes,
finite differences and the mesh is often very fine~much more than
the structural mesh!. Consequently, the two meshes are usually
not compatible at the interface, both considering the type of dis-
cretization technique and the mesh density. To maintain fluid and
structure mesh properties, an interface grid concept is used.

Modal quantities are physical quantities and thus are indepen-
dent of the mesh used, provided the latter is fine enough. Conse-
quently, if mode shapes and fluid-induced pressures are known on
a grid, situated at the interface between the two domains but in-
dependent from the original meshes, the modal forces induced by
the fluid can be obtained simply from

$ f %5@F I #
t$FI% (7)

where @F I # is the projection of mode shapes onto the interface
grid and$FI% the nodal equivalent forces calculated from the pres-
sure field, considering the intrinsic shape functions of the interface
grid.

The interface grid considered is constituted with planar four-
noded finite elements. It is linked to the undeformed interface,
rotates with the structure and is as fine as the finest mesh, which is
usually the fluid mesh. This grid gives obvious advantages in
terms of efficiency because, in this case, basic meshes can be
constructed independently, considering only the convergence re-
quirements of each domain. It gives also advantages in terms of
flexibility, because, for coupling, nothing needs to be known con-
cerning the intrinsic characteristics of the original elements used.
The only information needed is the location of nodes and the
associated nodal displacements for the structure and pressures for
the fluid, information which is easily available when using exist-
ing codes.

The coupling process implies several transfers between the
original and interface grids:

• mode shapes from the structural mesh@FS# to the interface
grid @F I #,

• structural displacements and velocities, calculated using
@F I #, $q%, and$q̇% according to~3!, from the interface grid to
the fluid mesh, and

• pressures from the fluid mesh to the interface grid.

The first transfer is done only once and is quite simple as it
concerns data with smooth spatial variations. The two other trans-
fers should be done for each time step but can be simple if the
original fluid mesh is consistent with the interface grid. To per-
form a transfer from a gridGs ~s: source! to a gridGt ~target! of
a physical field~pressure, displacements, etc.!, the following al-
gorithm is used:

• After locating the fluid/structure interface nodes of gridGs , a
new grid is established to connect these nodes with linear
two-dimensional triangular elements. The resulting grid al-
lows independence from the characteristics ofGs .

• Each node of gridGt is then paired with a triangular cell and
an interpolation/extrapolation scheme is used to compute the
new values of the transferred field onGt .

A full description of the transfer algorithm can be found in
Moyroud et al.@16#.

Equation~4! is solved using the Runge-Kutta’s time-marching
procedure of the fourth order. Very efficient for finding numerical
solution of differential equations, this procedure is generally quite
stable and accurate. For linear systems, the time stepDt used,
shall verify Dt,1/10f max, where f max is the highest frequency
retained in the modal basis. However, due to the highly nonlinear
property of hydrodynamic forces, the time step considered for the
application isDt51026 s, a value significantly lower than the
classical limit (1/10f max53.1025 s).

The main steps of the solution technique are summarized in
Fig. 1. The dependency of matrices upon rotational speed is fully
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taken into account at each time step. For the application, where
the effect of stress stiffening is not significant, the associated ma-
trix has been linearized.

Fluid Model. The procedure proposed can be used whatever
the fluid model. However, in order to keep the computational ef-
fort at an acceptable level, the application has been limited to
cases involving thin fluid films where inertial effects are neglected
and the flow is supposed to be laminar. For an incompressible
fluid, without an effect of temperature, the pressure in the film is
governed by the classical Reynolds equation. In a cylindrical
frame, this equation is written as

]

]r F r
h3

m

]p

]r G1
]

]u F h3

mr

]p

]u G
56r ~U12U2!

]h

]r
16r ~V12V2!

]h

]u

16hF ]

]r
~r ~U11U2!!1

]

]u
~V11V2!G112r ~W22W1!

(8)

wherem is the fluid dynamic viscosity,h is the film thickness, and
p the pressure in the fluid.Ui , Vi , Wi ( i 51,2) are, respectively,
the wheel (i 51) and casing (i 52) velocities inr ~radial!, u ~cir-
cumferential!, andz ~axial! directions.

Equation~8!, associated with the Reynolds boundary conditions
in theu-direction is solved using finite differences associated with
a Gauss-Seidel iterative process with over relaxation~Frêne et al.
@2#!.

Application
The main goal of the application presented here is to validate

the proposed technique and to use it in order to show the possible
effects of wheel-shaft-fluid couplings within rotating assemblies.
Consequently, the case considered is kept simple, while remaining
as representative as possible.

Description. The structure is composed of a shaft clamped at
both ends and a disk mounted at 70% of shaft length. The dimen-
sions of the shaft are the following: lengthL51.0 m, inner radius
Ri50.01 m and outer radiusRe50.04 m. The disk radius isRd

50.2 m and its thickness ise50.02 m. Both shaft and disk are
made of steel ~Young’s modulus E52.1011 Pa, density r
57800 kg/m3!. The fluid film is clustered between the disk and a
rigid casing ~Fig. 2!. Its thickness isC50.1 mm and the fluid
dynamic viscosity ism50.001 Pa.s.

The structural mesh, presented in Fig. 3, is composed of 288
isoparametric 20 nodes finite elements, thus 2160 nodes. The fluid
finite difference mesh, presented in Fig. 4, is composed of 1512
nodes. For this particular test case, the interface grid is originally
superimposed on the fluid mesh, leading to a simple pressure
transfer. The mode shapes kept for the modal reduction are chosen
to allow all structural motions: bending, longitudinal and torsional
shaft motions, disk motions, and coupled disk-shaft motions. A
convergence study has shown that, for the case considered, 20
mode shapes are sufficient to give good results.

Validation of the Method. To validate the method, a three-
dimensional rigid disk model is obtained by multiplying the stiff-
ness of each disk element by 10,000. Then, the results obtained
using the proposed approach are compared with those given by a
classical rotordynamics one-dimensional approach, based on a
beam finite element model of the shaft and a direct integration of
fluid pressures induced by rigid disk motions into equivalent
forces and moments. The four first frequencies of the isolated
rotor at rest, obtained using both models, are presented in Table 1.
These frequencies, associated with shaft bending, torsional, and
longitudinal mode shapes, are in good agreement.

Fig. 1 Solution procedure

Fig. 2 Coupled disk-shaft-fluid system

Fig. 3 Structural finite element mesh

Fig. 4 Fluid finite difference mesh
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Both isolated and coupled rotors are then considered under ro-
tation with a constant vertical forceFy521000 N applied on the
shaft at disk level, and an unbalance equal to 100 g.cm applied on
the disk. In this case, since the structure is symmetric, only the
forward whirling bending mode can be excited. Discrepancies in
the stationary equilibrium vertical position of shaft midline at disk
level ~y! and in the two first bending frequencies of the structure
rotating at 10,000 rpm, obtained from both one-dimensional and
three-dimensional models, are presented in Table 2. Here, too,
agreement remains very good.

The full unbalance response is presented in Fig. 5 for an in-
crease of rotation speed from 15,000 to 25,000 rpm in two sec-
onds at constant angular acceleration~5000 rpm/s!. The response
in the vertical direction~y! is reported.

The results presented confirm the considerable effect of fluid,
which induces an increase of 26% in critical speed~from 17,950
rpm to 22,650 rpm! and a decrease of 20% in the amplitude at
resonance~from 576mm to 459mm!.

Effect of Disk Flexibility. The results obtained when disk
flexibility is accounted for are presented in Table 3~FD!, where
they are compared to those associated with the three-dimensional
rigid disk model ~RD!. The effect of disk flexibility appears
clearly. This effect remains low when the structure is isolated but
is considerable for the whole fluid-structure coupled system. In
this case, the rigid disk model underestimates the static displace-
ment by a factor of about 30% and overestimates the first fre-

quency by a factor of 15%. The unbalance response obtained with
the flexible disk model is given in Fig. 6. When comparing the
results presented in Fig. 6 to those already shown in Fig. 5, it
appears clearly that the rigid disk model overestimates the critical
speed of the rotor as well as the displacement at resonance. These
results are confirmed quantitatively when examining Table 4,

Fig. 5 Unbalanced response of the isolated and coupled sys-
tems „vertical displacement—rigid disk model …

Fig. 6 Unbalanced response of the isolated and coupled sys-
tems „vertical displacement—three-dimensional flexible disk
model …

Fig. 7 Deformed shape of the rigid disk—flexible shaft assem-
bly with fluid influence. VÄ10,000 rpm.

Table 1 Frequencies of the isolated rigid disk flexible shaft
system at rest

1D 3D Rigid Disk D „% …

1st bending~Hz! 278. 281. 1.1
2nd bending~Hz! 738. 745. 1.0
1st torsion~Hz! 316. 314. À0.6

1st longitudinal~Hz! 1912. 1912. 0.0

Table 2 Rigid disk system under rotation at VÄ10,000 rpm:
discrepancies in equilibrium position and frequencies

Isolated~%! Coupled~%!

y ~mm! 22.6 22.1
F1 ~Hz! 1.0 1.4
F2 ~Hz! 1.1 0.6

Table 3 Influence of disk flexibility „RD: 3D Rigid Disk—FD: 3D
Flexible Disk …. VÄ10,000 rmp

Isolated Coupled

RD FD D „% … RD FD D „% …

y ~mm! 27.5 27.6 1.3 25.23 26.75 29.1
f 1 ~Hz! 288. 288. 0.0 375. 320. À14.7
f 2 ~Hz! 763. 735. À3.7 830. 801. À3.5

Table 4 Discrepancies induced by the rigid disk hypothesis
when considering fluid influence „Vcrit critical speed, y max
maximal displacement of the response …

Rigid Disk—Flexible Shaft
Isolated Coupled D „% …

Vcrit ~rpm! 17950. 22650. 26.2
uymaxu ~mm! 576. 459. À20.3

Flexible Disk—Flexible Shaft
Isolated Coupled D „% …

Vcrit ~rpm! 17800. 19050. 7.0
uymaxu ~mm! 586 301 À48.6
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which summarizes fluid effects as well as the associated discrep-
ancies induced by the rigid disk hypothesis.

The deformed shape of the coupled disk-shaft assembly is il-
lustrated in Fig. 7 for the rigid disk configuration and in Fig. 8 for
the flexible disk configuration. Displacements are multiplied by a
factor of 5000. The associated pressure fields are presented in
Figs. 9 and 10, respectively. When examining those figures, the
influence of disk flexibility appears clearly.

Conclusion
The classical rotordynamics approach, which considers only

shaft flexibility and assumes that wheels mounted on it remain
rigid, has proven its efficiency for solving many practical cases. In
particular, this method is well adapted to the study of slender solid

shafts coupled with fluid bearings. However, when shafts are
short, hollow thin walled, or when considering the effect of leak-
age flows which take place between wheels and casings, the effect
of coupling between the fluid and local structural motions can be
significant and requires examination.

The proposed procedure is based on a global three-dimensional
model of the coupled fluid-wheel-shaft assembly. Its major inter-
est lies in the integration of a modal reduction, associated with an
interface grid concept, which allows a major reduction in compu-
tational effort and leads to efficient coupling between fluid and
structural models developed independently using existing avail-
able tools.

The procedure is applied to a simple shaft-disk-thin fluid film
assembly. A rigid three-dimensional model is considered first in
order to perform a validation by comparison of the results ob-
tained to those given by a rotordynamics one-dimensional ap-
proach. The influence of disk flexibility is then highlighted. For
the case considered, the rigid wheel shaft model significantly
overestimates both the critical speeds and displacements caused
by an unbalance.

References
@1# Childs, D. W., 1993,Turbomachinery Rotordynamics Phenomena, Modeling

and Analysis, John Wiley and Sons, New York.
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shaft assembly. VÄ10,000 rpm.
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Measurements Versus Predictions
for the Dynamic Impedance of
Annular Gas Seals—Part I: Test
Facility and Apparatus
An experimental facility and apparatus are described for measuring the dynamic imped-
ance and leakage characteristics of annular gas seals. The apparatus currently has a
top speed of 29,800 rpm and can accommodate seal diameters up to 114.3 mm. The
air-supply system can provide up to 13.79 MPa (2000 psi) of pressure at the seal inlet.
Test seals are configured in a back-to-back arrangement inside the stator and air enters a
central inlet annulus at two opposed radial positions. Labyrinth seals and bleed ports
located outboard of each test seal are used to control the pressure drop across the test
seals. Two orthogonal, external hydraulic shakers are used to excite the test stator at
frequencies up to 400 Hz. At a given operating condition, the apparatus can measure the
rotordynamic impedance of a pair of identical seals over a broad frequency range using
a single pseudo-random excitation waveform. Measurements are also made of seal leak-
age rates and upstream and downstream temperatures and pressures.
@DOI: 10.1115/1.1478075#

Introduction
Smooth-rotor/honeycomb-stator annular seals have been used

successfully on a retrofit basis in replacing labyrinth seals to
eliminate rotordynamic instabilities in centrifugal compressors
~Zeidan et al.@1#, Gelin et al.@2#, and Childs and Moyer@3#! and
steam turbines~Armstrong and Perricone@4#!. However, initial
efforts to develop a reliable analysis to predict the rotordynamic
behavior of these seals were not successful. These efforts focused
on the development of a one-control-volume bulk-flow model for
plain ~smooth! annular seals that utilized modified friction factors
to account for seal surface roughness and included compensations
for entrance and exit losses~Nelson@5#, Elrod et al.@6#, and Ha
and Childs@7#!. All of these models yield reaction-force/relative
displacement motion of the form

2 H f xg

f yg
J 5F K k

2k K
G H x

yJ 1F C c

2c C
G H ẋ

ẏJ 1M H ẍ
ÿJ , (1)

where the stiffness~K andk!, damping~C andc!, and inertia~M!
coefficients are frequency independent. The inertia term is as-
sumed to be negligible for labyrinth gas seals.

Childs @7#, in an authors’ reply, proposed a two-control-volume
model approach for honeycomb annular gas seal analysis with an
additional control volume to account for the capacitance of the
gas in the honeycomb cells. Subsequently, Kleynhans and Childs
@8# developed a numerical solution for the two-control-volume
model that predicts strongly frequency-dependent rotordynamic
coefficients. The two-control-volume model results indicate that
the conventional frequency-independent coefficient model of
Eq. ~1! is not valid for honeycomb seals and provides a possible
explanation for prior poor correlation between predictions and
measurements.

However, previous experimental measurements were inad-
equate to evaluate the predictions from this new analysis because

of the limited excitation frequency range~only 40 to 70 Hz! of the
available data~Childs et al.@9#!. To evaluate the new model, a test
facility and apparatus were developed to measure the dynamic
impedance of annular gas seals over the broader excitation fre-
quency range of 40 to 440 Hz. Part II of this paper presents
measurements illustrating the frequency-dependent nature of hon-
eycomb seal impedance and compares these measurements with
predictions from the analysis of Kleynhans and Childs@8#. This
paper provides the details of the test facility and apparatus design
and operation in measuring the static characteristics and dynamic
impedance of annular gas seals.

Test Facility and Apparatus
The seal tests were performed using the annular gas seal

test stand~AGSTS! recently constructed by the Turbomachinery
Laboratory at Texas A&M University. The AGSTS was
constructed by modifying an existing hydrostatic bearing rig
~HBR! to test hybrid hydrostatic-hydrodynamic bearings. A
description of the HBR test stand can be found in Childs and
Hale @10#.

As illustrated in Fig. 1, The AGSTS rotor is supported in two
hydrostatic bearings. Two nominally identical test seals are ar-
ranged facing each other inside the test stator and used in each
test. High-pressure air enters in the center of the stator and dis-
charges axially across the test seals. A closeup of the test section
stator is provided in Fig. 2. Back-pressure labyrinth seals maintain
pressure downstream of the test seals. The seal pressure ratio can
be varied independently of supply pressure via bleed lines that are
connected to each back-pressure annulus.

The target pressure ratios are 0.4 and 0.6, which are repre-
sentative of the pressure ratios across the balance pistons of
through-flow and back-to-back compressors, respectively. Static
pressure and temperature are recorded in the center inlet annulus
between the seals and in each of the back-pressure annuluses
between the test seals and the outer labyrinth seals. Swirl brakes
are located immediately upstream of the exit labyrinths to
minimize the seal’s preswirl and the attendant cross-coupled
stiffness coefficients. The flexible hose connecting the test stator

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-237. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole.
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to the bearing pedestal provides a radially flexible containment
for the lower pressure air conditions down stream of the test
section.

Returning to Fig. 1, a pair of stabilizer arrays, each containing
three equally spaced stabilizers, connects the test stator to each
bearing pedestal. They prevent the stator from pitching during
excitation, ensuring that it remains coaxial with the rotor, and

provide axial position control. The pitch stabilizers were designed
to be stiff enough to control pitch yet flexible enough to allow
radial movement of the stator.

The diameter of the rotor at the test section is 114.3 mm~4.500
in.!. Each test seal has anL/D ratio of 0.75~85.7 mm~3.375 in.!
long!. Seals are tested using compressed air with a maximum
available supply pressure of 13.79 MPa~2000 psi!. The high-
pressure capability was not completed at the time the present
tests were completed; hence test results cited in Part II are for a
maximum supply pressure of 1.72 Mpa~250 psi!. Test results
with a supply pressure of 6.89 Mpa~1000 psi! have been com-
pleted subsequently and will be reported in the future. The stator
inlet pressure is governed using an electronically controlled valve.
Seal leakage flow rate is measured using a flow meter upstream
of the stator. The rotor is driven by a 93.2 Kw~125 Hp! variable
speed electric motor through a 7:1 ratio speed-increasing gear-
box via a flexible disk coupling and has a maximum speed of
29,800 rpm.

The rotor is supported by two hybrid hydrostatic-hydrodynamic
bearings using 7.58 MPa~1100 psi! water supplied by a centrifu-
gal pump and flow loop left intact from the previous hydrostatic
bearing rig~HBR!. Accumulators are in place to provide pressur-
ized bearings during coast-down in the event of pump failure. The
first critical speed for the bearings/rotor-stator assembly is pre-
dicted to be near 30,000 rpm.

As with the HBR, the AGSTS has been designed to facilitate
rapid testing of multiple seal configurations. The flexible coupling
allows easy removal of the test rotor from the stand, and the stator
design allows quick installation and removal of test seals. A com-
plete seal test takes typically one week including assembly, cali-
bration, testing, and disassembly of the test apparatus. Actual seal
dynamic testing is managed by software and usually takes only a
few hours. Data reduction is also expedited using software. A
comprehensive logic-controlled monitoring and fault detection
system provides partially or totally unassisted safe shutdowns to
protect the test facility and apparatus.

Fig. 1 The annular gas seal test stand

Fig. 2 Closeup of stator section
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Impedance Identification
Two hydraulic shakers, mounted orthogonal to one another, are

attached to the test stator via isolation ‘‘stingers.’’ The ‘‘stingers,’’
as shown in Fig. 3, were designed using guidelines from Mitchell
and Elliott @11#. The shakers can apply dynamic loads up to 4,450
N ~1000 lb.! at frequencies up to 1000 Hz. The seal reaction
forces are measured as the stator is excited using the hydraulic
shakers. The equation of motion for the stator massMs in Fig. 3 is

MsH ẍs

ÿs
J 5 H f x

f y
J 1 H f xg

f yg
J , (2)

where ẍs and ÿs are the~measured! orthogonal stator accelera-
tions, f x and f y are the~measured! shaker component input forces,
and f xg and f yg are the ~measured! annular gas seal reaction
forces.

The stator is simultaneously shaken at multiple discrete fre-
quencies using a predetermined pseudo-random waveform. The
pseudo-random waveform is an ensemble of discrete sinusoids
with frequencies every 10 Hz from 40 out to a potential maximum
of 440 Hz. The phase of the sinusoids is optimized to provide a
composite loading function with a high spectral-line energy to
crest-factor ratio. Childs and Hale@10# provide a more in-depth
discussion of the power cross spectral density method used to
calculate a frequency-response functionH i j . The elements of the
frequency-response function are related to the stiffness and damp-
ing coefficients of Eq.~1! by the following expressions~assuming
inertia M50!:

Hxx5Hyy5K1 j ~VC! (3)

Hyx52Hxy5k1 j ~Vc!. (4)

Utilizing a PC-controlled data acquisition system, the AGSTS
measures 32 100 milisecond time samples of force, acceleration,
and displacement. These time samples are transformed to the fre-
quency domain and averaged. In combining Eqs.~1! and ~2!, the
results of the transformation and averaging yield

H Fx2MsAx

Fy2MsAy
J 5FHxx Hxy

Hyx Hyy
G HX

YJ , (5)

where

Hxx5Hyy5D~ j V! (6)

Hxy52Hyx5E~ j V!. (7)

In turn, the frequency-dependent directD( j V) and cross-coupled
E( j V) impedances can be expressed in terms of frequency-
dependent stiffnessK( j V) and k( j V) and dampingC( j V) and
c( j V) as shown below:

D~ j V!5K~V!1 j VC~V! (8)

E~ j V!5k~V!1 j Vc~V!. (9)

The frequency-dependent impedancesD( j V) and E( j V) are
determined for each seal test case. Since Eq.~5! has four un-
knowns and only two equations, two independent orthogonal dy-
namic loads are applied to yield the four necessary equations to
solve for the impedance. The two independent excitations are ob-
tained by alternately exciting the stator in each orthogonal direc-
tion ~x andy!. In addition to providing the excitation necessary to
measure the dynamic impedance of the test seals, the shakers are
also used to maintain the static position of the stator at a given
eccentricity with respect to the rotor.

Six high-sensitivity inductance-type proximity transducers, lo-
cated in each back-pressure annulus shown in Fig. 4., record the
relative motion of the stator with respect to the rotor for each axis
of excitation. These proximity probes are used to determine both
the static position and dynamic motion of the stator relative to the
rotor. Accelerometers and load cells are used to measure stator
acceleration and reaction forces. The dynamic measurements ob-
tained from the proximity transducers, the load cells, and the ac-
celerometers are used to determine frequency-dependent direct
D( j V) and cross-coupledE( j V) impedances of the test seals.

Prior to starting a test, the proximity probes, accelerometers,
load cells, pressure transducers, thermocouples, and flow meter
are calibrated with the data acquisition system. With the hydro-
static bearings operational and air flowing through the seals, the
stator is centered on the rotor using the hydraulic shakers by
lightly ‘‘bumping’’ the stator against the rotor in each orthogonal
direction. The center of the rotor is set as the midpoint of the
distances the stator travels in each direction. Finally, inlet and
back pressures are set/adjusted along with the rotor speed to the
desired steady-state condition. Once at a steady-state operating
condition, the stator is alternately excited in orthogonal directions
using a predetermined pseudo-random waveform.

In addition to tests performed with the test seals inside the
stator, another set of ‘‘baseline’’ tests is performed with the test
seals removed. The supply pressure for the baseline tests is re-
duced to match the pressure upstream of the exit labyrinth seals
during regular tests and is set to around 40% to 60% of the normal

Fig. 3 Cross section of test stator: inlet annulus
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supply pressure. These tests establish the impedance for the base-
line test stand—including the back-pressure labyrinth seals, the
pitch and yaw stabilizers, the hydraulic shaker stingers, etc. Sub-
tracting the baseline impedance from the overall test impedance
yields the impedance of the seals alone.

Uncertainty Analysis
The primary concerns for uncertainty with the results presented

are instrumentation~load cells, motion probes, accelerometers,
pressure transducers, thermocouples, flow meters!. Efforts to
minimize transducer and instrumentation uncertainty were ob-
served carefully. Motion probes, pressure transducers, thermo-
couples, and flow meters were calibrated before operation in the
new AGSTS.

Static parameter uncertainties~shaft speed, pressure, and flow
rate!, used either as inputs for the prediction code or as compari-
sons of measurement to prediction, have been estimated by Kurtin
et al. @12# for the HBR test rig and apply to the AGSTS as well.
The static parameter uncertainties are listed in Table 1.

The seal impedance is obtained by exciting the stator with a
pseudo-random waveform~ensemble of sinusoidal excitations! 32
times and then averaging the resultant individual impedances in
the frequency domain. The uncertainty of the resultant imped-
ances varies strongly with excitation frequency; e.g., a data point
near running speed has a high degree of uncertainty because the
imbalance excitation is not accounted for in parameter identifica-
tion. Hence, conventional static uncertainty analyses are not ap-
propriate. For the dynamic measurements, an uncertainty test was
performed for each seal by running ten identical tests~each con-
taining 32 excitations! to obtain an average and61 standard de-
viation at each frequency of interest. In Part II of this research
paper, the results for each frequency are shown with error bars
that represent a61 standard deviation for each frequency.

Figure 5 shows a typical uncertainty spectrum for an annular
gas seal test conducted using the AGSTS. As one can see, high-
precision error occurs at 60 Hz, 120 Hz, and 170 Hz, and these
frequencies are omitted from the data presented in Part II of this
paper. Very low precision at 180 Hz can be attributed to the close
proximity to 170 Hz running speed. The 180 Hz frequency is also
the second harmonic of electrical noise. Due to the introduced
error of electrical noise and close proximity to running speed, the
180 Hz frequency contribution is also removed from the imped-
ance data.

Summary and Comments
The AGSTS has been developed and used to test annular gas

seals over an extended frequency range. Measurements include
static~pressure, flow, and temperature! and dynamic~force, accel-
eration, and displacement! seal characteristics. The test facility
and apparatus was developed to evaluate the two-control-volume
model of Ha and Childs@7# and predictions by Kleynhans and
Childs @8# of strongly frequency-dependent reaction-force/motion
models. Comparisons between analytical predictions and mea-
sured seal impedance and leakage flow rate are presented for a
honeycomb seal in Part II of this paper.

Nomenclature

Ax , Ay 5 Fourier transformed components of stator accel-
eration (L/T2)

C, c 5 direct and cross-coupled damping coefficients
(FT/L)

Ceff 5 effective damping coefficient (FT/L)
C(V), c(V) 5 frequency-dependent direct and cross-coupled

damping (FT/L)
D( j V) 5 complex direct impedance (F/L)
E( j V) 5 complex cross-coupled impedance (F/L)

Fig. 4 Cross section of test stator: back-pressure annulus

Fig. 5 AGSTS typical uncertainty spectrum

Table 1 Static parameter uncertainties

Parameter Uncertainty

Shaft speed 610 rpm
Pressure 60.003747 MPa
Flow rate 60.177 liters/min

Eccentricity ratio 60.03
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f x , f y 5 stator excitation input force components~F!
Fx , Fy 5 Fourier transformed components off x and f y

~F!
f xg , f yg 5 annular gas seal reaction force components~F!
H i j ( j V) 5 frequency-response functions (F/L)

j 5 A21
K, k 5 direct and cross-coupled stiffness coefficients

(F/L)
Keff 5 effective stiffness coefficient (FT/L)

K(V), k(V) 5 frequency-dependent direct and cross-coupled
stiffness (F/L)

M 5 direct inertia coefficient~M!
Ms 5 stator mass~M!
x, y 5 seal/rotor relative motion in orthogonal direc-

tions ~L!
X, Y 5 Fourier transformed components of seal/rotor

relative motions in orthogonal directions~L!
V 5 excitation frequency (1/L)

Subscripts

s 5 stator
x, y 5 motion direction~L!
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Measurements Versus Predictions
for the Dynamic Impedance of
Annular Gas Seals—Part II:
Smooth and Honeycomb
Geometries
Results are presented from tests conducted using an experimental test facility to measure
the leakage and dynamic impedance of smooth and honeycomb straight-bore annular gas
seals. The test seals had a 114.3 mm (4.500 in.) bore with a length-to-diameter ratio of
0.75 and a nominal radial clearance of 0.19 mm (0.0075 in.). The honeycomb cell depth
for both seals was 3.10 mm (0.122 in.), and the cell width was 0.79 mm (0.031 in.).
Dynamic impedance and leakage measurements are reported using air at three supply
pressures out to 1.72 Mpa (250 psi), three speeds out to 20,200 rpm, and exit-to-inlet
pressure ratios of 40% and 50%. Comparisons to the predictions from the two-control-
volume model of Kleynhans and Childs [1] are of particular interest. This model predicts
that honeycomb seals do not fit the conventional frequency independent model for smooth
annular gas seals. The experimental results verify this new theory. Numerical predictions
from a computer program incorporating the new two-control-volume model of Kleynhans
and Childs [1] correlate well with both measured seal leakage and dynamic impedances
for the honeycomb seals.@DOI: 10.1115/1.1478076#

Introduction
Since the 1960s, smooth-rotor/honeycomb-stator annular seals

have been used in process centrifugal compressors where they
were employed as direct replacements for aluminum labyrinth
seals that were being consumed by the process fluid. As it turned
out, honeycomb seals had significantly less leakage compared to
conventional see-through labyrinth seals at same clearances. Fig-
ure 1 provides an isometric view of a honeycomb seal and rotating
shaft.

In addition to reducing leakage, honeycomb seals have been
employed widely to eliminate instabilities in centrifugal compres-
sors and steam turbines. Despite the favorable field experience
with honeycomb seals, efforts to develop a reliable analysis
proved unsuccessful. These efforts used a single-control-volume
bulk-flow model for plain~smooth! annular seals and modeled
honeycomb stator surfaces only by friction factor definitions, net-
ting the following frequency-independent model for the reaction
force components:

2 H f xg

f yg
J 5F K k

2k K
G H x

yJ 1F C c

2c C
G H ẋ

ẏJ 1M H ẍ
ÿJ , (1)

where the annular gas seal reaction forcesf xg and f yg are related
to the relative orthogonal seal/rotor displacementsx andy by the
frequency-independent fluid~gas! stiffness~K andk!, damping~C
and c!, and inertia~M! coefficients. The fluid inertia term is as-
sumed to be negligible for annular gas seals.

A New Approach. In light of the limited success predicting
rotor dynamic force coefficients with the conventional frequency-
independent model of Eq.~1!, Childs, in the author response in Ha

and Childs@1#, proposed a two-control-volume model approach
for honeycomb annular gas seal analysis. Subsequently, Kleyn-
hans and Childs@2# developed bulk-flow solutions for the two-
control-volume analysis that comprises a traditional flow-through
control volume with an adjacent radial-flow control volume to
model flow in and out of the honeycomb cells. The two-control-
volume model is illustrated in Fig. 2.

The additional control volume drops the effective acoustic ve-
locity of the gas passing through the seal so that the seal’s first
acoustic natural frequency drops into the frequency range of in-
terest for rotor dynamics~below the running speed!. Kleynhans
and Childs’ @2# two-control-volume analysis utilizes a general
transfer function model of the form

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-238. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole. Fig. 1 Honeycomb annual seal and rotating shaft
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2 H Fx~ j V!

Fy~ j V!J 5F D~ j V! E~ j V!

2E~ j V! D~ j V!
G HX~ j V!

Y~ j V!J . (2)

The frequency-dependent stiffness and damping coefficients are
defined in terms of the real and imaginary components of the
direct and cross-coupled impedancesD( j V) andE( j V) via

D~ j V!5K~V!1 j VC~V! (3)

and

E~ j V!5k~V!1 j Vc~V!. (4)

The effective stiffness and damping coefficients defined by

Keff5K~V!1Vc~V! (5)

and

Ceff5C~V!2
k~V!

V
, (6)

are useful for comparing the rotordynamic performance of two
seals.

Previous experimental measurements were not adequate to
evaluate the merit of this new two-control-volume analysis be-
cause of the limited excitation frequency range~only 40 to 70 Hz!
of the data. To evaluate this new analysis, the test facility and
apparatus described in Part I of this paper were developed and
used to measure the dynamic impedancesD( j V) and E( j V) of
smooth and honeycomb annular gas seals. These tests were con-
ducted over a broader excitation frequency range of 40 to 230 Hz.

This paper presents measurements illustrating the frequency-
dependent nature of honeycomb annular gas seal impedance con-
trasted to the frequency-independent nature of smooth annular gas
seal impedance. The measured honeycomb seal impedance and
leakage data are then compared with predictions from ISOT-
SEAL, a computer program incorporating the two-control-volume
analysis of Kleynhans and Childs@2#. Subsequent publications
will provide test results for convergent, tapered-bore honeycomb
seals and hole-pattern seals.

Prior Test Results
Benckert and Wachter@3# first measured annular gas seal coef-

ficients with labyrinth seals at the University of Stuttgart. Al-
though their apparatus only yielded direct and cross-coupled stiff-
ness coefficients, they were able to ascertain that eliminating the
circumferential fluid flow within an annular seal clearance would
reduce destabilizing cross-coupled seal forces.

Childs et al.@4# performed tests comparing a variety of honey-
comb annular gas seals with labyrinth and smooth-surface seal
configurations. Comparatively, these results showed that honey-
comb seals offered minimum leakage and maximum stability
~large direct damping and small cross-coupled stiffness!.

Seal Geometry and Test Cases
Using the procedures detailed in Part I of this paper, seal tests

were performed using the annular gas seal test stand~AGSTS!
recently developed within the authors’ laboratory. The leakage
flow rate and overall frequency response functionsD( j V) and
E( j V) ~impedances! were measured for a pair of identical
constant-clearance honeycomb annular gas seals along with a pair
of smooth, straight-bore seals. Note that smooth seals are not used
in compressors because of excessive leakage. They were tested
here to contrast their frequency-independent behavior with the
frequency-dependent nature of the honeycomb seals.

The honeycomb seal data were obtained to evaluate the predic-
tions from the new two-control-volume model. The impedance
measurements obtained with the smooth seals were included to
demonstrate the validity of the frequency-independent coefficient
model of Eq.~1!. Both the smooth and honeycomb test seals had
the same geometry with the exception of the honeycomb cells.
Their geometry is summarized in Table 1.

Both tests seals had anL/D ratio of 0.75 and aCr /R ratio of
0.0033. Although the seals were tested over an excitation fre-
quency range of 40 to 440 Hz, data are reported only up to 230 Hz
because of an unanticipated stator pitch mode that invalidated the
data above 230 Hz. Subsequently, the pitch stabilizers were rede-
signed to be stiffer and data is currently being retained up to 380
Hz.

Each of the two pairs of annular gas seals was tested in the
centered position only. Results were obtained for each test seal for
three seal inlet pressures, two pressure ratios, and three speeds
totaling 18 tests. Pressure ratio is defined as the ratio of seal exit
to inlet pressurePx /Pe . The test matrix is presented in Table 2.

In addition to the 18 test cases for each of the two test seals, an
additional set of tests was performed with the test seals removed.
This second set of tests established the impedance for the ‘‘base-
line’’ test stand—including the back-pressure labyrinth seals, the
pitch and yaw stabilizers, and the hydraulic shaker stingers. Sub-
tracting this ‘‘baseline’’ impedance from the test impedance yields
the impedance of the seals alone.

Computational Predictions
Plots of nondimensional radialI r and tangentialI u impedance

versus frequency are shown in Figs. 3 and 4, respectively, as cal-
culated for a typical honeycomb seal using the new two-control-
volume analysis of Kleynhans and Childs@2#. Impedance is
shown for increasing nondimensional honeycomb cell depthshd .

Fig. 2 Two-control-volume model: cross sections of honey-
comb seal stator and rotor

Table 1 Seal geometry

Seal Parameter Dimension

Diameter 114.30 mm
Length 85.70 mm

Radial clearance 0.19 mm
Cell depth~honeycomb seals! 3.10 mm
Cell width ~honeycomb seals! 0.79 mm

Table 2 Seal test cases

Inlet Pressure,Pe
~MPa! Pressure Ratio,Px /Pe

Speed,v
~rpm!

0.69 0.4
0.6

10,00
15,000
20,000

1.21 0.4
0.6

10,000
15,000
20,000

1.72 0.4
0.6

10,000
15,000
20,000
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The nondimensional honeycomb cell depthhd is defined as the
ratio of the effective honeycomb cell depthHd to the seal radial
clearanceCr .

The honeycomb seal parameters used in the calculation of the
impedances shown in Figs. 3 and 4 are summarized in Table 3.
The seal parameters in Table 3 are similar, but do not correspond
to the test seals. The effective cell depthHd is defined in Eq.~7!
as the ratio of total honeycomb cell volume to seal surface area.
This relationship accounts for the double-foil thickness present on
two of each of the six honeycomb cell walls.

Volume

Area
5Hd5

3Cd

Cw

~Cw2t !2

~3Cw12t !
(7)

The nondimensional frequencyf is defined as the rotor preces-
sion frequencyV divided by the rotor rotational frequencyv. The
radial I r and tangentialI u impedance are defined in Eqs.~8! and
~9! in terms of the seal force coefficientsK, k, C, c, andM.

I r~ f !5~K2M f 2!1c f (8)

I u~ f !5k2C f (9)

As defined by Kleynhans@5#, Eqs. ~8! and ~9! are nondimen-
sionalized by multiplying the force coefficients by the radial seal
clearanceCr and dividing by in inlet pressurePe , rotor radiusR,
and seal lengthL. The damping terms are additionally multiplied
by the rotor rotational frequencyv and the mass term is addition-
ally multiplied by v2 for nondimensionalization.

The Laplace transform model of Eq.~2! proposed by Kleynhans
and Childs@2# requires the forms of the directD( j V) and cross-
coupledE( j V) impedances to be obtained from the radialI r and
tangentialI u impedance solutions. For positive excitation frequen-
cies, I r and I u can be expressed in terms ofD( j V) and E( j V)
using the relationships shown in Eqs.~10! and ~11!.

D~ iV!52Re@ I r #2Im@ I u# (10)

E~ iV!5Re@ I u#2Im@ I r # (11)

Looking at Figs. 3 and 4 forhd50.0 ~i.e., a smooth seal!, the
conventional frequency-independent coefficient model of Eq.~1!
is sufficient over a wide frequency range as noted by the quadratic
and linear portions of theI r and I u curves, respectively. As the
hole depth increases, the valid frequency range of the frequency-
independent coefficient model decreases; i.e., the quadratic and
linear ranges, respectively, of radial impedanceI r and tangential
I u become smaller.

Kleynhans and Childs@2# developed ISOTSEAL~constant tem-
perature, two-control-volume annular gas seal code! to predict
frequency-dependent stiffness and damping coefficients and leak-
age. ISOTSEAL was used here to predict seal leakage flow rate
and directD( j V) and cross-coupledE( j V) impedances.

ISOTSEAL uses a two-control-volume solution for determining
the seal impedance and then first attempts a conventional~single-
control-volume! model curve fit. If the curve fit correlates well,
the program will output conventional frequency-independent force

Fig. 3 Nondimensional radial impedance predictions

Fig. 4 Nondimensional tangential impedance predictions

Table 3 Example honeycomb seal parameters for Fig. 3

Seal Parameter Dimension/Value

Inlet pressure 1.83 MPa
Exit pressure 0.44 MPa

Inlet temperature 29°C
Speed 15,960 rpm

Seal diameter 101.0 mm
Seal length 101.0 mm

Seal clearance 0.20 mm
Cell width 1.59 mm
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coefficients. Otherwise, it will output frequency-dependent coef-
ficients. The conventional model is likely appropriate for short
honeycomb seals with shallow cell depths.

The ISOTSEAL input data includes the operating conditions,
seal geometry, entrance losses and exit recovery factors, and em-
pirical rotor and stator friction coefficients used in the program’s
Blasius shear stress model. The empirical values for the Blasius
rotor friction coefficients~nr andmr! were obtained from Yama-
da’s @6# test data for smooth seals. The empirical values for the
Blasius stator friction coefficients~ns and ms! are based on flat-
plate friction factor data from Ha et al.@7# and were developed for
this specific honeycomb geometry.

The effective cell depthHd , defined in Eq.~7!, of the honey-
comb cells is referred to in ISOTSEAL as the cell volume to area
ratio. Using the cell width, actual cell depth, and measured foil
thickness (t50.10 mm), a cell-volume-to-area ratio of 2.2 mm
was calculated and used in the analysis of the honeycomb seals.

When running ISOTSEAL, the inlet preswirl ratio and entrance
loss coefficients were set to zero. The preswirl ratio is the ratio of
the tangential velocity component of the gas inside the seal clear-
ance to the tangential velocity component of the rotor (Rv). Set-
ting the preswirl ratio to zero implies zero fluid~gas! rotation
immediately upstream of the test seals. As discussed in Part I, the
stator was designed to minimize preswirl by~1! having air enter
the annulus radially at opposite sides of the stator and~2! making
the cross-sectional area of the annulus as large as possible.

The entrance-loss coefficient accounts for head drops in excess
of the inlet velocity-head loss, and Kleynhans@5# found the best
correlation between predictions and measurements for this setting.
The exit recovery factor accounts for a recovery of pressure im-
mediately downstream of the seal exit. A recovery factor of 1.0
implies no recovery, and this value was used, also based on Kley-
nhans@5# results.

The entrance loss and exit recovery factors are empirical values
that effect the computation of the inlet and outlet seal pressures
used in the solution the pressure field inside the seal clearance.
The predicted seal impedance is calculated from the seal reaction
forces that are determined by integrating the pressure field of the
seal surface area.

All three parameters have little to no effect on seal leakage
predictions, and Childs et al.@4# showed that preswirl does not
significantly effect dynamic seal characteristics for honeycomb
seals with anL/D ratio greater than 1/3. Table 4 provides a
sample list of the input parameters for ISOTSEAL from one test
case of the honeycomb seals.

Experiment Results
When discussing seal test cases throughout this section, refer-

ence will be made to various operating conditions. Low speed
~LS!, medium speed~MS!, and high speed~HS! refer to the three
journal rotational speeds of 10,200, 15,200, and 20,200 rpm, re-
spectively. Similarly, the three inlet pressures of 0.69, 1.21, and
1.72 MPa are referred to as the low pressure~LP!, medium pres-
sure~MP! and high pressure~HP! cases, respectively.

Leakage Flow Rate. On average, the ISOTSEAL program
overpredicted the measured honeycomb seal leakage flow rate by
11%. Tables 5 and 6 display the experimental and predicted hon-
eycomb seal leakage flow rate data at 40% and 50% pressure
ratio. The best correlation between experiment and theory was
observed at LS, LP, and 40% pressure ratio with the program
overpredicting leakage flow rate by just over 4%.

In general, the leakage flow rate predictions conform well to the
measured leakage data. Although the authors have not investi-
gated the impact that modifying the preswirl ratio and entrance
loss and exit recovery factors would have on the predicted leakage
correlation to the measured data, they believe the correlation
would be significantly improved.

Impedance Measurements. Given the large amount of test
data obtained from all eighteen seal test cases and the limited
space with which to present it, only a portion of the impedance
test data will be presented. Impedance data are supplied for HS,
HP case at 40% pressure ratio for each set of test seals. The
excitation frequency ranges from 40 to 230 Hz. Output compari-
son to larger-magnitude waveforms show that the impedances are
linear and independent of the input magnitudes. Centered results
are presented for excitation and motion in the X-Z plane. Almost
identical results were obtained for the Y-Z plane.

Figure 5 shows the measured real and imaginary components of
the direct D( j V) and cross-coupledE( j V) impedance for the
smooth and honeycomb seals. As defined in Eq.~3!, K(V)
5Re@D# and VC(V)5Im@D# where V is the excitation fre-
quency. One can see thatK(V) increases with frequency for the
honeycomb seals while remaining comparatively constant for the

Table 4 Sample parameters used in ISOTSEAL

Input Parameter Metric Units

Reservoir pressure 1.72 MPa~250 psia!
Sump pressure 0.69 MPa~100 psia!

Reservoir temperature 28.89°C~84°F!
Rotational speed 20,200 rpm

Seal diameter 114.3 mm~4,500 in.!
Seal length 85.7 mm~3.375 in.!

Inlet clearance 0.19 mm~7.5 mils!
Exit clearance 0.19 mm~7.5 mils!

Cell volume/area ratio 2.20 mm~87 mils!
Inlet prewirl ratio 0.000

Entrance loss coefficient 0.000
Exit recovery factor 1.000
Absolute viscosity 1.876e-5 N-s/m2 ~1.260e-5 lbm/ft-s!
Molecular weight 28.96
Specific heat ratio 1.400

Compressibility factor 1.000
Tolerance percentage 0.010
No. Integration steps 100.0

nr 0.0586
mr 20.2170
ns 0.0785
ms 20.1101

Table 5 Experiment versus predictions for leakage flow rates
of the honeycomb seals at 40% pressure ratio

Condition Experiment~kg/s! Theory ~kg/s! Change~%!

LS, LP 0.0306 0.0333 8.81%
MS, LP 0.0305 0.0328 7.33%
HS, LP 0.0279 0.0321 14.99%
LS, MP 0.0572 0.0615 7.51%
MS, MP 0.0536 0.0606 13.00%
HS, MP 0.0504 0.0595 18.00%
LS, HP 0.0836 0.0874 4.49%
MS, HP 0.0790 0.0861 8.97%
HS, HP 0.0737 0.0844 14.57%

Table 6 Experiment versus predictions for leakage flow rates
of the honeycomb seals at 50% pressure ratio

Condition Experiment~kg/s! Theory ~kg/s! Change~%!

LS, LP 0.0300 0.0326 8.73%
MS, LP 0.0288 0.0320 11.18%
HS, LP 0.0263 0.0312 18.70%
LS, MP 0.0541 0.0586 8.30%
MS, MP 0.0517 0.0575 11.21%
HS, MP 0.0492 0.0562 14.13%
LS, HP 0.0797 0.0836 4.94%
MS, HP 0.0754 0.0822 8.98%
HS, HP 0.0712 0.0803 12.83%
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Fig. 5 Measured real and imaginary components of direct D „ j V… and cross-
coupled E „ j V… impedance versus frequency at HS, HP, and 40% pressure ratio
for smooth and honeycomb seals

Fig. 6 Experimental effectiveness stiffness K eff and effective damping Ceff ver-
sus frequency at HS, HP, and 40% pressure ratio
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smooth seals. For the smooth seals, the Im@D# increases linearly
with frequency while remaining comparatively flat for the honey-
comb seals.

The low-frequency ‘‘jump’’ shown in Fig. 5 corresponds to a
low-frequency radial natural frequency of the stator assembly. It is
present in most of the test data and is probably spurious.

The impedance characteristics exhibited by the smooth seals
validate the use of frequency-independentK andC coefficients in
Eq. ~1!. However, the direct stiffness and damping coefficients
K(V) and C(V) of the honeycomb seals exhibit strong
frequency-dependence and clearly do not follow the conventional
model of Eq.~1!.

Equation ~4! defines k(V)5Re@E# and Vc(V)5Im@E#.
Through the measurements ofk(V), one again sees the
frequency-dependent behavior of the honeycomb seals compared
to the frequency-independent nature of the smooth seals. Looking
at Im@E#, c is more or less frequency independent forV greater
than 70 Hz.

Equations~5! and ~6! define effective stiffnessKeff and damp-
ing Ceff in terms of the real and imaginary components ofD andE
and the excitation frequencyV. Figure 6 compares the measured
Keff andCeff between the smooth and honeycomb seals. The hon-

eycomb seals exhibit aKeff that increases withV while Keff re-
mains quite flat for the smooth seals. The honeycomb seals have
significantly moreKeff than the smooth seals. TheCeff of a seal is
reduced by the cross-coupled stiffness,k5Re@E#. Looking at Fig.
6, one can see that the smooth seal has the largerCeff , averaging
approximately double the effective damping of the honeycomb
seals.

However, the honeycomb seals exhibit a largerCeff than the
smooth seals up to a frequency of approximately 120 Hz. Note
that Ceff for the honeycomb seals increases up to a ‘‘break’’ fre-
quency and then begins to slowly decrease. When centrifugal
compressors are either unstable during operation or predicted to
be unstable at the design-review stage, the first rotor mode is
normally the unstable ‘‘culprit.’’ Hence, in seeking to stabilize an
otherwise unstable compressor, placing the peak effective damp-
ing at or near the compressor rotor’s first natural frequency is
frequently the design objective. Increasing the honeycomb cell
depth will reduce the ‘‘break’’ frequency.

Comparison to Predictions. This section compares the mea-
sured impedance data for the honeycomb seals with theoretical
predictions from ISOTSEAL. Overall, impedance predictions cor-

Fig. 7 Experimental and theoretical real and imaginary components of direct
D„ j V… and cross-coupled E „ j V… impedance versus frequency at HS, HP, and
50% pressure ratio for the honeycomb seals
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related well across all of the test cases over the frequency range
40 to 230 Hz. Of all the eighteen test cases, the HS, HP, 50%
pressure ratio data shown in Fig. 7 correlated best with predic-
tions. The error bars shown in Fig. 7 represent the uncertainty
associated with the measured impedance at each frequency as dis-
cussed in Part I of this paper.

As noted in Part I, each test spectra is the average of 32 pseudo-
random excitations. Cross-spectral-density analysis is used to de-
velop each of the individual transfer functions within the average
to eliminate response motion that is not related to the input exci-
tation force. The error bars represent the standard deviations from
ten independent tests. Unlike standard ‘‘static’’ uncertainty calcu-
lations, they are strongly frequency-dependent. Large error bars
appear near the running speed, where the imbalance force is pro-
ducing spurious response amplitudes. Similarly, large error bars
appear at the line frequency of 60 Hz and its multiples. Finally,
large error bars appear at higher frequencies where the stator be-
gins a pitching motion. Hence, the authors’ experience is that the
error bars provide an accurate measure of the accuracy and repeat-
ability of the test results.

In general, ISOTSEAL under-predictedK(V)5Re@D#, varying
an average of 12% with respect to the measured data. While tend-
ing to underpredict VC(V)5Im@D#, predictions at low-
frequency overshot the measurements. Predictions for the cross-
coupled impedanceE did not correlate as well as those of the
direct impedanceD. Overall, ISOTSEAL underpredictedk(V)
5Re@E# and overpredictedVc(V)5Im@E#, with the least differ-
ence observed at HS and HP. Predictions fork(V)5Re@E# devi-
ated by an average of 31%, while the predictions forVc(V)
5Im@E# deviated by an average of only 22%.

Figure 8 provides a comparison of the experimental effective
stiffnessKeff and dampingCeff measurements of the honeycomb
seals with predictions from ISOTSEAL.

Generally, theKeff andCeff predictions correlate well with mea-
surements. Overall,Keff andCeff are under predicted for the hon-
eycomb seals. The predicted ‘‘break’’ frequencies also agree well
with the measurements. The frequency-dependence of the honey-
comb seal force coefficients is particularly visible looking atCeff .

Summary, Conclusions, and Comments
Two sets of annular gas seals were successfully tested using the

recently constructed AGSTS located at the authors’ laboratory.
The dynamic impedance measurements demonstrate the validity
of the conventional frequency-independent model of Eq.~1! for

smooth seals, while clearly disproving its use for honeycomb
seals, which demonstrated strong frequency-dependent force co-
efficientsK, C, andk.

Seal leakage and dynamic impedance predictions correlate very
well with the honeycomb seal measurements. The measured im-
pedance data are very consistent as demonstrated by the small
standard of deviation~error bars in Fig. 7! calculated for each
frequency data point across ten identical tests performed for each
seal.

Of greatest significance is the fact that the measured honey-
comb seal impedance validates the frequency-dependent force co-
efficients predicted by the two-control-volume annular gas seal
analysis of Kleynhans and Childs@1#. Subsequent test work with
the AGSTS has been performed at elevated pressures to 6.89 MPa
~1000 psi!. The details of these results will be reported in the
future and generally support the predictions of Kleynhans and
Childs @1#.

The authors are presenting test data in terms of frequency-
dependent stiffness and damping coefficients, and many available
rotordynamic codes require seal or bearing descriptions in this
format. However, Kleynhans and Childs@1# provide lead-lag
transfer-function descriptions forD( j V) and E( j V), and this is
certainly the more efficient modeling approach.

Nomenclature

C, c 5 direct and cross-coupled damping coefficients
(FT/L)

Cd 5 honeycomb cell depth~L!
Ceff 5 effective damping coefficient (FT/L)
Cr 5 radial seal clearance~L!
Cw 5 honeycomb cell width~L!

C(V),c(V) 5 frequency-dependent direct and cross-coupled
damping (FT/L)

D( j V) 5 complex direct impedance (F/L)
E( j V) 5 complex cross-coupled impedance (F/L)
Fx ,Fy 5 Fourier transformed components off xg and f yg

~F!
f xg , f yg 5 annular gas seal reaction force components~F!

hd 5 nondimensional honeycomb cell depthHd /Cr
Hd 5 effective honeycomb cell depth of Eq.~9! ~L!

I r ,I u 5 radial and tangential seal impedance (F/L)
j 5 A21

K, k 5 direct and cross-coupled stiffness coefficients
(F/L)

Fig. 8 Experimental and theoretical effective stiffness K eff and damping Ceff
versus frequency at HS, HP, and 50% pressure ratio for the honeycomb seals
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Keff 5 effective stiffness coefficient (F/L)
K(V),k(V) 5 frequency-dependent direct and cross-coupled

stiffness (F/L)
L 5 seal length~L!
M 5 direct inertia coefficient~M!

nr ,mr 5 Blasius rotor friction coefficients
ns ,ms 5 Blasius stator friction coefficients
Pe ,Px 5 seal inlet and exit pressures (F/L2)

R 5 rotor radius~L!
t 5 honeycomb foil thickness~L!

x, y 5 seal/rotor relative motion in orthogonal direc-
tions ~L!

X, Y 5 Fourier transformed components of seal/rotor
relative motions in orthogonal directions~L!

v 5 rotor rotational frequency (1/L)
V 5 excitation frequency (1/L)

Subscripts

s 5 stator
x, y 5 motion direction~L!
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Using Guided Balls to
Auto-Balance Rotors
By using balancing balls constrained to move in a circular groove filled with oil, the
vibration of rotating machinery can, under certain circumstances, be reduced. This paper
shows that the damping from the oil reduces the instability region, i.e., the conditions
when the balancing balls don’t find their equilibrium positions. However, the instability
region seems to increase with increasing number of balancing balls. The critical ball
damping ratio is highest just above the natural frequency and then rapidly decreases.
Consequently, since the region between instability and critical damping is quite small, the
ball damping should be made as small as possible without getting too close to the insta-
bility threshold. Bearing damping has a large effect on the instability region. High bear-
ing damping will suppress the instability. The time it takes to reach the asymptotically
stable position seems to increase with increasing number of balls. Keeping this time low
is one of the most important things when designing a balancing ring.
@DOI: 10.1115/1.1479335#

Introduction

In many rotating machines the unbalance of the rotor changes
with time. In some of these machines this happens rapidly, for
instance in a grinding wheel or in a basket in a laundry machine.
Consequently, there is a need for balancing these machines during
operation.

One example of how to do this is described in Gosiewski@1,2#
where an active control of the vibration is used. The correction
masses may be pistons or cylinders of pneumatic or hydraulic
servos. This method is relatively expensive. In many applications
there is a need for simpler methods.

One well-known example of this is the Lablanc balancer from
1916. The Lablanc balancer consists of a cylindrical chamber
partly filled with a heavy liquid. The dynamic balancing machine
is described by Thearle@3# and analyzed by Inoue et al.@4#. The
machine only reduces the vibration when the rotation frequency is
higher than its critical speed. Thearle improved it by introducing a
flanged annular ring surrounding and attached to the washing ma-
chine basket in such a position that the extracted liquid enters the
inside of the ring. Therefore at low speeds, below the critical
speed, little liquid is present in the balance ring and consequently
it will not significantly increase the vibration.

It has for many years been known that, by using balls moving
freely in a circular groove on a rotor, the rotor’s vibrations can be
reduced. Even here, this is only possible when the rotation fre-
quency is higher than its critical speed. The centrifugal force on
the balancing balls act to move them into a rest position and
consequently change the unbalance, see Fig. 1.

On the shaft, which should be balanced, the balancing element
is mounted concentric with the center axis. Due to the centrifugal
forces, the two balls will move the balancing balls away to a
circumferential position from the center of gravity. As a result the
center of gravity will change.

Hand-held rotary power tools are examples of machinery
where, for instance, Lindell@5# has successfully used balls for
auto balancing. Auto-balanced power tools are today commer-
cially used. In that paper Lindell also explained the balancing
mechanism of the device with two balls and established that the

balls will move to the exact circumferential location inside the
groove to neutralize the rotor balance completely.

The behavior of the rotor due to this auto balancing is, however,
poorly analyzed, but work does exist.

Högfors @6# found that auto balancing is possible for nonplane
rotors.

Rajalingham et al.@7# analyzed under which conditions unbal-
anced flexible vertical rotors could be neutralized by automatic
balancing. They found that it was only possible at speeds higher
than the critical speed. However, there exist unstable regions
above this speed where the ball could not find its equilibrium
position.

Rajalingham and Rakheja@8# extended the work and also con-
sidered the friction in the contact between the ball and the groove.

The last three papers have studied the perturbed motion from
steady state and not studied the time-varying motion.

In this paper the behavior of the rotor and balancing ball~s! will
be studied. This is first done with one ball and then with two balls.
Two balls cover most of the principles with more then one ball.
The paper only covers rotors with isotropic bearings.

One Guided Ball
The system to be used in this paper is shown in Fig. 2. The

mass of the stiff shaft and the ring without the ball ism. The ends
of the shaft are mounted in two isotropic bearings with stiffnessk
and dampingc. The behavior of this kind of system has been
known since the middle of the 19th century when Rankine in 1869
extended Euler’s over 100-years-old theory of lateral vibrations,
and since Jeffcott in 1919 established the concept of shaft whirl.

In Fig. 3 the cross section of the balancing ring can be seen.
The coordinates~x, y! of the rotor center are referred to a fixed
reference. The balancing ball, with radiusr and massmb , moves
in a circular path with radiusa. The angular position of the ball is
Vt1c whereV is the rotation frequency of the shaft. The groove
in the ring is partly filled with oil. This oil gives a damping force
acting on the ball in the opposite direction to the relative motion
between the ball and the ring.

The governing equations for the rotor and the balancing ball,
seen in Figs. 2 and 3, can be written in thex-direction as

~m1mb!ẍ12cẋ12kx2mba~ ċ1V!2 cos~c1Vt !

2mbac̈ sin~c1V t!5meV2 cos~Vt ! (1)

and in they-direction as
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SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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~m1mb!ÿ12cẏ12ky2mba~c1V!2 sin~c1Vt !

1mbac̈ cos~c1Vt !5meV2 sin~Vt !. (2)

The analysis of the ball becomes more complicated, if the ball
may both roll and slip. If there is more than one ball the contact
force between them also affects the system’s behavior. In this
paper it is assumed that the ball rolls on the radius (a1r ). The
moment equation for the ball about the contact point, marked with
‘‘ A’’ in Fig. 3, becomes

mbac̈r 1cballaċr 1mbÿ cos~c1Vt !r 2mbẍ sin~c1Vt !r

1 j b

a

r
c̈50. (3)

It is shown in Rajalingham and Rakheja@8# that if cball and c
are equal to zero, the steady-state solution is

Ax0
21y0

25
V2~me1mba cosc0!

2k2~m1mb!V2 , and c050 or p.

(4)

When the rotation is below the natural frequency the
asymptotic stable solution for the ball always isc050. If the
rotation is higher than the natural frequency the stable solution is
c05p.

If we let the mass unbalance (m•e) be equal to the unbalance
added by the ball (mb•a), then with c05p, the deflection be-

comes zero. Consequently, when the rotation is higher than the
first critical speed the deflection may become zero. According to
Rajalingham and Rakheja@8# the ball cannot, with the values of
the parameters chosen in this paper, find this stable position if

V,1.28•A 2k

~m1mb!
(5)

Equations~1!–~3! may be solved numerically with methods
based on the Runge-Kutta-Fehlberg~R-K-F! method. The equa-
tions have to be written as a first-order system as

@M ~ t,q!#•$q̇%5$F~ t,q!% (6)

where both the mass matrix and the right-hand side become state
and time-dependent. The state vector may for instance be ex-
pressed as

$q%5$x ẋ y ẏ c ċ%T. (7)

We introduce the external damping ratio, conventionally de-
fined as

§e5
c

2AkS m

2
1

mb

2
D

. (8)

Since there are two bearings and a stiff shaft half of the masses
are lumped on each bearing.

Since Eqs.~1!–~3! are nonlinear the results may not be gener-
ally valid. Unless otherwise noted the following numerical data
are used in the calculations in this paper:r57850 kg/m3, d
50.016 m,r 50.005 m,a50.02 m,k5395 N/m.

The first analysis concerns the well-known and abundantly in-
vestigated instability region just above the critical speed as was
described in the introduction of this paper. Fig. 4 shows the
amount of ball damping required to avoid instability for different
amounts of external damping. The theoretical value from Eq.~5!
does not seem to be so important. The system may be stable much
earlier and the instability does not seem to be a problem, espe-
cially if the external damping is high.

From Fig. 4 it is noted that the amount of damping to avoid
instability for the ratio of rotational to eigenfrequency of 1.1 is
cball50.050 Ns/m. With this amount of ball damping, the ratio of
deflection to eccentricity is calculated. For rotational frequencies
lower than the critical speed, the ratio is in principle doubled since
the ball unbalance is chosen to be the same as the eccentricity. In
this example the region between the eigenfrequency andV/ve
51.1 the ball cannot find its stable position. For higher rotational
frequencies the deflection is zero.

From Figs. 4 and 5 it is noted that the amount of ball damping
seems to be important. For a single degree-of-freedom system,
critical damping represents the limit for allowing the system close

Fig. 1 Balancing ring

Fig. 2 Rotor with balancing ring

Fig. 3 One guided ball

Fig. 4 Amount of ball damping to avoid instability
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find its equilibrium position in the shortest possible time. This
means that the mass never crosses the steady-state position but
only approaches it asymptotically.

In the following section, a similar definition for the ball damp-
ing is used. The critical ball damping,zball , is taken to be the
damping where the ball reaches 180 deg in the shortest time with-
out overshooting it. Figure 5 illustrates this condition when the
external bearing damping,ze, is equal to 0.01. In the same figure,
the stability threshold from Fig. 4 for the lowest possible ball
damping is plotted for comparison. Figure 6 illustrates the ball
position for four different ball dampings whenV/ve51.1 and
when the start position for the ball isc560 deg. The lowest
damping,zball50.2, gives an unstable system. The ball will just
continue to rotate in the ring. The figure also illustrates why too
much damping should be avoided. The time it takes to reach 180
deg increases whenzball.1.

Consequently, since the region between instability and critical
damping is quite small, the ball damping should be as small as
possible without getting too close to the instability threshold.

Two Guided Balls
The drawback with using one guided ball is that the size of the

eccentricity has to be known in advance. This is of course seldom
the case and if it is, then the machine can be balanced using
conventional balancing technique. Instead a number of balls,
greater than one, and whose total effective unbalance is greater
than the maximum expected shaft unbalance, has to be used. In
this paper the behavior with two guided balls is studied.

The equations of motion described in Eqs.~1!–~3! have to be
extended because there are two balls instead of one and because
contact between the balls may occur~see Fig. 7!.

In the same manner as for one guided ball the governing equa-
tions for the rotor and the balancing, seen in Fig. 7, can be written
in the x-direction as

~m12mb!ẍ12cẋ12kx2mba~ ċ11V!2 cos~c11Vt !

2mbac̈1 sin~c11Vt !2mba~ ċ21V!2 cos~c21Vt !

2mbac̈2 sin~c21Vt !5meV2 cos~Vt ! (9)

and in they-direction as

~m12mb!ÿ12cẏ12ky2mba~ ċ11V!2 sin~c11Vt !

1mbac̈1 cos~c11Vt !2mba~ ċ21V!2 sin~c21Vt !

1mbac̈2 cos~c21Vt !5meV2 sin~Vt !. (10)

The moment equation for the balls when they are in contact
becomes, for the first ball

mbac̈1r 1cballaċ1r 1mbÿ cos~c11Vt !r 1Ncontactr 2mbẍ sin~c1

1Vt !r 1 j b

a

r
c̈150 (11)

and for the second ball

mbac̈2r 1cballaċ2r 1mbÿ cos~c21Vt !r 2Ncontactr 2mbẍ sin~c2

1Vt !r 1 j b

a

r
c̈250. (12)

The contact force is obtained from Hertz contact theory, i.e., the
stiffness of the contact is

kball5
23/2

•r 1/3
•E

3•41/3
•~12n!

. (13)

Three possible cases exist.

~1! If ~c22c1!,2
r

a
⇒Ncontact5~~c22c1!a22r !3/2

•kball .

(14)

This means that the contact is as shown in Fig. 7, however, the
ball with index 2 may also move almost a whole lap more than the
ball with index 1. The contact force will then be in the opposite
direction, i.e.,

~2! If ~c22c1!.2p22
r

a
⇒Ncontact

52~~c22c1!a22r 22pa!3/2
•kball .

(15)

~3! Otherwise, if none of these two conditions is fulfilled the
contact force is zero.

Let each of the two ball unbalances bemb a50.8•meand keep
the rest of the numerical data from the shaft/bearing system used

Fig. 5 Critical ball damping and the stability threshold when
one guided ball is used

Fig. 6 Ball position as a function of time

Fig. 7 Two guided balls

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 973

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



previously with one guided ball. Figure 8 shows the ratio of de-
flection to eccentricity ratio. For rotational frequencies lower than
the critical speed the ratio is in principle 2.6 times the deflection
without balls. This is due to the fact that each ball unbalance is 0.8
times the mass unbalance and that the asymptotically stable posi-
tion of the balls is in the same direction as the eccentricity. The
location of balls will be in a row near 0 deg. In the region between
the eigenfrequency andV/ve51.15, the ball cannot find its stable
position. For higher rotational frequencies the deflection is zero.

It seems that the more balancing balls used the larger the insta-
bility region will be.

The asymptotically stable position for rotational frequencies
higher than the eigenfrequency will know depend on the ratio
between the mass unbalance and the guided ball unbalance. The
asymptotically stable positions will of course not be 180 deg when
more than one balancing ball is used. Therefore the critical ball
damping is defined as the damping used when the ball reaches its
asymptotically stable position in the shortest time without over-
shooting it. Figure 9 illustrates this when the external bearing
damping,ze , is equal to 0.01. In the same figure the stability
threshold is plotted for the lowest possible ball damping.

A comparison between Figs. 5 and 9 gives that the amount of
damping to obtain instability is a few percent higher for the bal-
ancing ring with two balls than with one ball. This is valid for all
rotational frequencies except those just above the critical fre-
quency, where the amount of damping to avoid instability is
higher than that which is practically available.

The same conclusion is reached for the balancing ball critical
damping ratio. Figure 10 illustrates the ball position for four dif-
ferent ball damping as a function of time whenV/ve51.1. The
lowest damping gives an unstable system. Note thatzball is differ-
ent than that used in Fig. 6. The starting positions for the balls are

c1530 deg andc256 deg. Since there are two balls withmb•a
50.8•me the asymptotically stable position will bec15
2128.68 deg andc25128.68 deg.

As can be seen in Fig. 10, it is not unequivocal how to define
the critical damping factor when more than one ball is used. In
this paper the critical damping factor is chosen so that the one ball
is taken as subcritically damped and the other critically damped.
In that way, the vibration will vanish faster than if it is chosen to
be supercritically damped.

A comparison between Fig. 6 and Fig. 10 suggests that the time
it takes to reach the asymptotically stable position seems to in-
crease with increasing number of balls. Keeping this time low is
one of the most important objectives when designing a balancing
ring. For instance if the washing in a laundry machine changes
position and it takes tenths of seconds to reach the new asymp-
totically stable position, the usefulness of the balancing ring sub-
stantially will be very limited.

Conclusion
By using balancing balls constrained to move in a circular

groove filled with oil the vibration of rotating machinery can un-
der certain circumstances be reduced. The conclusions from this
study can be summarized:

At least two balls, whose total unbalance is greater than the
expected rotor unbalance, are required.

The damping from the oil reduces the instability region, i.e., the
region where the balancing balls don’t find their equilibrium po-
sition.

In the instability region the ball~s! will continuously rotate in
the groove.

The critical damping ratio is highest just above the natural fre-
quency and then rapidly decreases. Consequently, since the region
between instability and critical damping is quite small, the ball
damping should be as small as possible without getting too close
to the instability threshold.

Bearing damping has a large effect on the instability region.
High bearing damping will suppress the instability.

The theoretically calculated rotational frequency when the sys-
tem becomes stable, which can be found in the literature, is of
minor interest since damping changes the behavior drastically.

The time it takes to reach the asymptotically stable position
seems to increase with increasing number of balls.

The instability region seems to increase with increasing number
of balancing balls.

Nomenclature

A 5 ball contact point
a 5 radius of the ball orbit
c 5 bearing damping

cball 5 ball damping
d 5 diameter of the shaft

Fig. 8 Deflection with and without balancing balls as a func-
tion of rotational frequency for c ballÄ0.050 NsÕm

Fig. 9 Critical damping and the stability threshold when two
guided balls are used

Fig. 10 Ball positions as a function of time
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E 5 modulus of elasticity
e 5 eccentricity

$F(t,q)% 5 right-hand side in R-K-F
k 5 bearing stiffness

kball 5 contact stiffness between balls
$M (t,q)% 5 bending moment

m 5 mass of the rotor without the balls
mb 5 mass of the ball
N 5 force between balls

$q% 5 state vector
r 5 radius of the ball
t 5 time

x, y, z 5 Cartesian coordinate system
x0 , y0 5 amplitudes of the shaft

zball 5 ball damping ratio
ze 5 bearing damping ratio
m 5 coefficient of friction
r 5 density
n 5 Poisson number
c 5 angular position of the ball

c0 5 stable angular
V 5 rotational frequency

ve 5 resonance frequency
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Estimation of Distributed
Unbalance of Rotors
Mass unbalance commonly causes vibration of rotor-bearing systems. Lumped mass mod-
eling of unbalance was adapted in most previous research. The lumped unbalance as-
sumption is adequate for thin disks or impellers, but not for thick disks or shafts. Lee
et al. (Lee, A. C., et al., 1993, ‘‘The Analysis of Linear Rotor-Bearing Systems: A General
Transfer Matrix Method,’’ ASME J. Vib. Acoust.,115, pp. 490–497) proposed that the
unbalance of shafts should be continuously distributed. Balancing methods based on
discrete unbalance models may not be very appropriate for rotors with distributed unbal-
ance. A better alternative is to identify the distributed unbalance of shafts before balanc-
ing. In this study, the eccentricity distribution of the shaft is assumed in piecewise poly-
nomials. A finite element model for the distributed unbalance is provided. Singular value
decomposition is used to identify the eccentricity curves of the rotor. Numerical validation
of this method is presented and examples are given to show the effectiveness of the
identification method.@DOI: 10.1115/1.1479336#

Introduction
Vibration is common to the rotor-bearing systems of rotating

machinery. Serious vibration not only generates noise and de-
grades the performance of the machines, but also decreases the
service life and reliability of the machines, and even causes dan-
gerous problems. The causes of rotor vibration are diversified and
complicated. Mass unbalance is the most frequent cause of the
vibration of rotating machinery.

Reasons that may produce unbalance include assembly error,
unsymmetric geometry, material inhomogeneity, and manufactur-
ing tolerance, which all may cause mass centers not to align with
the rotating axes of the rotors. Extensive studies concerning un-
balance have been done, but most of them are concentrated on the
discrete~or lumped! unbalance~@1#!. Methods of balancing the
rotors may be categorized into modal balancing methods~@2–4#!,
and influence coefficient balancing methods~@5–7#!. To reduce
the tedious work of replacing trial masses and overcome the limi-
tation of planar modes, the unified balancing method~@8,9#! was
developed to integrate the two aforementioned balancing methods.

However, very little attention was devoted to the topics of dis-
tributed unbalance. The distributed unbalance of a rotor is lumped
into a finite number of discrete unbalanced ‘‘disks’’ and the rotor
is balanced based on the method for discrete unbalance by Little
and Pilkey@10#. Lee et al.@11# proposed that the mass unbalance
of shafts should be continuously distributed. Lumped unbalance
models are suitable for thin disks or impellers, but do not seem
appropriate for shafts or thick disks~@11#!. Modeling the distrib-
uted unbalance with equivalent lumped unbalance masses and bal-
ancing the rotor with several corrective masses does not seem to
be the best approach. A better approach would be identifying the
distribution of the shaft unbalance and correcting the unbalance
with a counter distributed mass~@12#!.

Lee and Shin@12# suggested that the curves of the shaft eccen-
tricity should be finite and piecewise continuous. Representing the
mass eccentricity curves in Fourier series, they used the modified
transfer matrix method to identify the unbalance distribution of
the shaft and verify the balancing effects. Their unbalance identi-
fication derivation using Fourier series is very involved and also
not very suitable for the popular finite element programs of rotor-

dynamic analyses~@13#!. This paper used polynomial curves for
eccentricity distribution with finite element modeling in the eccen-
tricity identification derivation of shafts. The merits of our ap-
proach are the derivation is straightforward and easy to incorpo-
rate into the existing finite element rotordynamic programs.

Finite Element Modeling
The coordinate systems used in this paper are depicted in Fig.

1, whereXYZ is the fixed frame, andxyz the rotating frame. The
rotor rotates about thez-axis with an angular velocityV counter-
clockwise.u, v, w are the displacements of the rotor in theX, Y,
Z directions,ux anduy the rotational angles inX andY-axes.

Figure 2 shows a cross section of the shaft with mass center
Mc , geometric centerGc , eccentricitye, and phase angle of the
unbalancefu . Assuming the eccentricity curves are finite, piece-
wise continuous, and ofm-degree polynomials, the local eccen-
tricity distribution for each shaft elementf (s) can be expressed as

f ~s!5(
i 50

m

~ai1 jbi !S s

l D
i

5x~s!1 jy~s! (1)

where j 5A21.

x~s!5(
i 50

m

ai S s

l D
i

, and y~s!5(
i 50

m

bi S s

l D
i

.

The unbalance forces are modeled with the beam shape func-
tions by following the common finite element procedure. In the
fixed frame, the unbalance forces are

$Qe%5E
0

l

mV2@C#TS H x~s!

y~s!J cosVt1 H 2y~s!

x~s! J sinVt Dds

5$Qc
e%cosVt1$Qs

e%sinVt (2)

where

$Qc
e%5E

0

l

mV2@C#TF(
i 50

m

ai S s

l D
i

(
i 50

m

bi S s

l D
iG ds,
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tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
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$Qs
e%5E

0

l

mV2@C#TF 2(
i 50

m

bi S s

l D
(
i 50

m

ai S s

l D G ds

@C#T5FN1 0 0 N2 N3 0 0 N4

0 N1 2N2 0 0 N3 2N4 0 GT

.

N1;N4 are the shape functions for Timoshenko beams~@13#!.
Integration results of$Qc

e% and$Qs
e% were given in Lin@14#.

The unbalance of disks is modeled as lumped unbalance. The
disk unbalance forces in the fixed frame are

$Qd%5mdV2H xd

yd

0
0
J cosVt1mdV2H 2yd

xd

0
0
J sinVt (3)

where md is the disk mass,xd5ed cos(fd), yd5ed sin(fd), ed
eccentricity,fd phase angle of the unbalance of the disk.

Rotor-bearing systems usually contain shafts, disks, and bear-
ings. The finite element models of these three major parts can be
assembled by using the common finite element procedure
~@13,15#!. The system equation is

@M #d3d$q̈%d311@C#d3d$q̇%d311@K#d3d$q%d315$Q%d31
(4)

whered5(n11)34. n is the total number of the shaft elements,
@M# system inertia matrix;@C# system damping matrix;@K# system
stiffness matrix; and$Q% external forces, including external load-
ings and unbalance forces.

Derivation of Identification Equations
In the steady-state responses of the lateral vibration of a shaft,

the elliptical orbit of a node on the shaft can be expressed as

u~ t !5Uc cosVt1Us sinVt (5a)

v~ t !5Vc cosVt1Vs sinVt (5b)

so we can represent the nodal displacements of the rotor as

$q%5$qc%cosVt1$qs%sinVt (6)

where

$qc%5$Uc1Vc1uxc1uyc1¯Uc~n11!Vc~n11!uxc~n11!uyc~n11!%
T

$qs%5$Us1 ,Vs1uxs1uys1¯Us~n11!us~n11!uxs~n11!uys~n11!%
T.

The synchronous external forces on the rotor can be expressed
as

$Q%5$Qc%cosVt1$Qs%sinVt (7)

where

$Qc%5$Qxc1 Qyc1 Mxc1 M yc1¯ Qxc~n11! Qyc~n11! Mxc~n11! M yc~n11!%
T

$Qs%5$Qxs1 Qys1 Mxs1 M ys1¯ Qxs~n11! Qys~n11! Mxs~n11! M ys~n11!%
T.

Substituting Eqs.~6! and ~7! into Eq. ~4! yields

@Tsys#8~n11!38~n11!$q̃%8~n11!315$Q̃%8~n11!31 (8)

where

@Tsys#5F @K#2V2@M # V@C#

2V@C# @K#2V2@M #
G

$Q̃%5 H $Qc%
$Qs%

J ; $q̃%5 H $qc%
$qs%

J .

If the mass eccentricity curve is assumed as anm-degree poly-
nomial in space and projected into thex-z and y-z planes, there
will be 2(m11) real unknown coefficients totally. 8(n11) equa-
tions can be found by modeling the shaft withn elements. So, a
necessary condition in modeling the shaft is 8(n11)>2(m
11), which must be satisfied in order to identify the eccentricity
curve.

The eccentricity of a shaft can reasonably be divided into a
limited number of piecewise curves, called the global eccentricity
curves. There may be just one global eccentricity curve through-

out the shaft or several piecewise global eccentricity curves, not
necessarily connected for the adjacent curves, due to abrupt
changes in properties or geometry along the shaft. The eccentric-
ity curve for each shaft element is called the local eccentricity.
Obviously, the local eccentricity curves should match the global
eccentricity curve~s!, and same degrees of polynomials should be
assigned to the matched global and local eccentricity curves. The
global eccentricity curve may be

X~z!5(
i 50

m

Aiz
i (9a)

Y~z!5(
i 50

m

Biz
i (9b)

whereX(z) is the projection of the global eccentricity curve on
the x-z plane, andY(z) the projection of the global eccentricity
curve on they-z plane.

The local eccentricity curve for a shaft element may be repre-
sented as

Fig. 1 Coordinate systems of the rotor-bearing system

Fig. 2 Eccentricity of a shaft cross section
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x~j!5(
i 50

m

aij
i (10a)

y~j!5(
i 50

m

bij
i (10b)

where

j5
s

l
, 0,j,1.

In the following derivation, the eccentricity curves are assumed
in polynomials of degree 3 for illustration. Similar procedures can
be derived for polynomials of arbitrary degrees. The global eccen-
tricity curve can be

X~z!5A3z31A2z21A1z1A0 (11a)

Y~z!5B3z31B2z21B1z1B0 (11b)

and the local eccentricity

x~j!5a3j31a2j21a1j1a0 (12a)

y~j!5b3j31b2j21b1j1b0 (12b)

where

j5
s

l
, 0<j<1.

On the same shaft element, the local and global eccentricity
curves should be matched. Thus, the values and derivatives of the
local and global eccentricity curves at the nodes of the element are
required to be equal, so

X~ l 1!5x~0!5a0 (13)

X8~ l 1!5x8~0!5
a1

l
(14)

X~ l 2!5x~1!5
a3

l 3 1
a2

l 2 1
a1

l
1a0 (15)

X8~ l 2!5x8~1!5
3a3

l 3 1
2a2

l 2 1
a1

l
(16)

Y~ l 1!5y~0!5b0 (17)

Y8~ l 1!5y8~0!5
b1

l
(18)

Y~ l 2!5y~1!5
b3

l 3 1
b2

l 2 1
b1

l
1b0 (19)

Y8~ l 2!5y8~1!5
3b3

l 3 1
2b2

l 2 1
b1

l
(20)

where l 5 l 22 l 1 , l 1 , l 2 are thez-coordinates of the nodes of the
element, see Fig. 3. ‘‘8’’ denotes the derivative with respective
to z.

Rearranging Eqs.~13!–~20!, we can obtain

5
X~ l 1!

X8~ l 1!

X~ l 2!

X8~ l 2!

Y~ l 1!

Y8~ l 1!

Y~ l 2!

Y8~ l 2!

6 53
0 0 0 1 0 0 0 0

0 0 1/l 0 0 0 0 0

1/l 3 1/l 2 1/l 1 0 0 0 0

3/l 3 2/l 2 1/l 0 0 0 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 1/l 0

0 0 0 0 1/l 3 1/l 2 1/l 1

0 0 0 0 3/l 3 2/l 2 1/l 0

4
35

a3

a2

a1

a0

b3

b2

b1

b0

6 . (21)

Inverting the matrix gives

5
a3

a2

a1

a0

b3

b2

b1

b0

6 53
2 l 22 l 0 0 0 0

23 22l 3 2 l 0 0 0 0

0 l 0 0 0 0 0 0

1 0 0 0 0 0 0 0

0 0 0 0 2 l 22 l

0 0 0 0 23 22l 3 2 l

0 0 0 0 0 l 0 0

0 0 0 0 1 0 0 0

4
35

X~ l 1!

X8~ l 1!

X~ l 2!

X8~ l 2!

Y~ l 1!

Y8~ l 1!

Y~ l 2!

Y8~ l 2!

6 . (22)

Equation~22! can be written in short as

$u3
e%5@Tl

e#$ae% (23)

where$ae% is the vector for the eccentricity values and derivatives
at the nodes, and$u3

e% is the coefficient vector of the local eccen-
tricity curve.

Extending the procedure to polynomials of degreem and as-
sembling the element equations gives us the equation for all the
local eccentricity coefficients,

$um%2n~m11!315@Tl #2n~m11!32~m11!$a%2~m11!31 , (24)

where n is the total number of shaft elements and@Tl # is the
assembly of element matrices@Tl

e#.

$um%5$$um1x
e %T $um1y

e %T
¯ $umnx

e %T $umny
e %T%T

$umnx
e %5$amn , ¯ ,a1n ,a0n%

T, $umny
e %5$bmn , ¯ ,b1n ,b0n%

T

ai j and bi j are the local eccentricity coefficients of degreei in
elementj, i 50;m, j 50;n.

$a%5$$ae~0!%¯$ae~ l n!%%T, $ae~ l j !%5H $ax
e~ l j !%

$ay
e~ l j !%

J

Fig. 3 Global and local coordinates
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$ax
e~ l j !%5$X~ l j !,X8~ l j !, ¯ ,X~k!~ l j !%

T

$ay
e~ l j !%5$Y~ l j !,Y8~ l j !, ¯ ,Y~k!~ l j !%

T

k5(m21)/2 andm is an odd number.
If m is an even number, the derivatives up to order ofm/2 of the

local and global eccentricity curves are matched at one node of
the element while only the derivatives up to order ofm/221 are
matched at the other node.

Similarly, the values and derivatives of the global eccentricity
curves at the nodes of the shaft element are

X~ l 1!5A3l 1
31A2l 1

21A1l 11A0 (25)

X8~ l 1!53A3l 1
212A2l 11A1 (26)

X~ l 2!5A3l 2
31A2l 2

21A1l 21A0 (27)

X8~ l 2!53A3l 2
212A2l 21A1 (28)

Y~ l 1!5B3l 1
31B2l 1

21B1l 11B0 (29)

Y8~ l 1!53B3l 1
212B2l 11B1 (30)

Y~ l 2!5B3l 2
31B2l 2

21B1l 21B0 (31)

Y8~ l 2!53B3l 2
212B2l 21B1 (32)

where l 1 and l 2 are thez-coordinates of the nodes of the shaft
element, Fig. 3.

Combining Eqs.~25!–~32! yields

5
X~ l 1!

X8~ l 1!

X~ l 2!

X8~ l 2!

Y~ l 1!

Y8~ l 1!

Y~ l 2!

Y8~ l 2!

6 53
l 1
3 l 1

2 l 1 1 0 0 0 0

3l 1
2 2l 1 1 0 0 0 0 0

l 2
3 l 2

2 l 2 1 0 0 0 0

3l 2
2 2l 2 1 0 0 0 0 0

0 0 0 0 l 1
3 l 1

2 l 1 1

0 0 0 0 3l 1
2 2l 1 1 0

0 0 0 0 l 2
3 l 2

2 l 2 1

0 0 0 0 3l 2
2 2l 2 1 0

4
35

A3

A2

A1

A0

B3

B2

B1

B0

6 . (33)

Equation~33! can be written in short as

$ae%5@TL
e#$U3% (34)

where$ae% contains the values and derivatives of the eccentricity
at the nodes, and$U3% is the coefficient vector for the global
eccentricity curve.

Extending the procedure to the polynomials of degreem and
assembling from the element equations yields the equation for all
the global eccentricity coefficients,

$a%2n~m11!315@TL#2n~m11!32n~m11!$Um%2n~m11!31 (35)

where

$a%5$$ae~0!%¯$ae~ l n!%%T.

$Um%5 H $Umx%
$Umy%

J ,

$Umx%5$Am ,Am21 , ¯ ,A2 ,A1 ,A0%
T,

and

$Umy%5$Bm ,Bm21 , ¯ ,B2 ,B1 ,B0%
T.

k5(m21)/2 andm is an odd number. The derivation of@TL# for
an even degreem is similar as explained in the previous section.

From Eqs.~24! and ~35!, we have the relations between the
coefficients of local and global eccentricity curves

$um%5@Tl #@TL#$Um%. (36)

The relations between the coefficients of the eccentricity curves
and the unbalance forces for each element can be obtained by
using Eq.~2! as

$Qc
e%5V2@QDc

e#$u3
e% (37a)

$Qs
e%5V2@QDs

e#$u3
e% (37b)

where

$u3
e%5$a3 ,a2 ,a1 ,a0 ,b3 ,b2 ,b1 ,b0%

T

@QDc
e#5

m

11F
@@QDc0

e #1F@QDc1
e ##

@QDs
e#5

m

11F
@@QDs0

e #1F@QDs1
e ##

F5
12EI

KGAl2

@QDc0
e #5

l

l

28

l

15

3l

20

l

2
0 0 0 0

0 0 0 0
l

28

l

15

3l

20

l

2

0 0 0 0
2 l 2

105

2 l 2

60

2 l 2

30

2 l 2

12

l 2

105

l 2

60

l 2

30

l 2

12
0 0 0 0

3l

14

4l

15

7l

20

l

2
0 0 0 0

0 0 0 0
3l

14

4l

15

7l

20

l

2

0 0 0 0
l 2

42

l 2

30

l 2

20

l 2

12

2 l 2

42

2 l 2

30

2 l 2

20

2 l 2

12
0 0 0 0

m
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@QDc1
e #5

l

l

20

l

12

l

6

l

2
0 0 0 0

0 0 0 0
l

20

l

12

l

6

l

2

0 0 0 0
2 l 2

60

2 l 2

40

2 l 2

24

2 l 2

12

l 2

60

l 2

40

l 2

24

l 2

12
0 0 0 0

l

5

l

4

l

3

l

2
0 0 0 0

0 0 0 0
l

5

l

4

l

3

l

2

0 0 0 0
l 2

60

l 2

40

l 2

24

l 2

12

2 l 2

60

2 l 2

40

2 l 2

24

2 l 2

12
0 0 0 0

m

@QDs0
e #

5

l

0 0 0 0
2 l

28

2 l

15

23l

20

2 l

2

l

28

l

15

3l

20

l

2
0 0 0 0

2 l 2

105

2 l 2

60

2 l 2

30

2 l 2

12
0 0 0 0

0 0 0 0
2 l 2

105

2 l 2

60

2 l 2

30

2 l 2

12

0 0 0 0
3l

14

4l

15

7l

20

l

2

3l

14

4l

15

7l

20

l

2
0 0 0 0

l 2

42

l 2

30

l 2

20

l 2

12
0 0 0 0

0 0 0 0
l 2

42

l 2

30

l 2

20

l 2

12

m

@QDs1
e #5

l

0 0 0 0
2 l

20

2 l

12

2 l

6

2 l

2

l

20

l

12

l

6

l

2
0 0 0 0

2 l 2

60

2 l 2

40

2 l 2

24

2 l 2

12
0 0 0 0

0 0 0 0
2 l 2

60

2 l 2

40

2 l 2

24

2 l 2

12

0 0 0 0
2 l

5

2 l

4

2 l

3

2 l

2

l

5

l

4

l

3

l

2
0 0 0 0

l 2

60

l 2

40

l 2

24

l 2

12
0 0 0 0

0 0 0 0
l 2

60

l 2

40

l 2

24

l 2

12

m
.

When polynomials of degreem are used, Eqs.~37a! and ~37b!
will have the form as

H @Qc
e#

@Qs
e#J 5V2F @QDc

e#

@QDs
e#G$um

e %. (38)

Assembling the element equations, we obtain

$Q%5V2@QD#$um%. (39)

Substituting Eqs.~36! and ~39! into Eq. ~8!, we can write

@Tsys#p3p$q̃%5V2@QD#p3q@Tl #q3q@TL#q3r$Um% (40)

where

p58~n11!; q52n~m11!; r 52~m11!.

Equation~40! relates the coefficients of the global eccentricity
curves to the vibration response. The above procedure can be
extended to a shaft with a complicated geometry, where the
eccentricity curves can be assumed as finite and piecewise
polynomials.

Reforming Eq.~40! gives

$q̃%5V2@Tsys#
21@QD#@Tl #@TL#$Um%5V2@T#p3r$Um%

(41)

where

p58~n11!, r 52~m11!, and @T#5@Tsys#
21@QD#@Tl #@TL#.

Eq. ~41! is used to identify the coefficients of the eccentricity
curve, $Um%. In Eq. ~41!, @Tsys(V)# can be obtained from finite
element modeling;@Tl #, @TL#, and@QD# are obtained from Eqs.
~24!, ~35!, and ~39!; $q̃% is the vibration responses, and can be
measured from experiments.

If a disk on the shaft also has unbalance, the eccentricity coef-
ficients to be identified become

$U%5 H $Um%
$Ud% J . (42)

where

$Ud%5 H xd

yd
J ,

and $Um% is the eccentricity coefficient vector for the shaft. The
disk unbalance should be inserted into the corresponding rows of
the nodes where the disk is located in the finite element model.
So, the matrices of Eq.~41! are modified as

@QDc
d#53 @QDc#

] ]

0 ]

md 0

0 md

] 0

] ]

4
~p/2!3~q12!

(43)

@QDs
d#53 @QDs#

] ]

] 0

0 2md

md 0

0 ]

] ]

4
~p/2!3~q12!

(44)

@Tl
d#5F @Tl # $0̄% $0̄%

$0̃% 1 0

$0̃% 0 1
G

~q12!3~q12!

(45)

@TL
d#5F @TL# $0̄% $0̄%

$0̃% 1 0

$0̃% 0 1
G

~q12!3~q12!

. (46)
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Solution Considerations
Suppose a rotor-bearing system containsd disks andh shaft

segments of unbalance, in which each shaft segment for unbalance
is uniform in geometry and property. If a polynomial of degreemi
is assumed for the eccentricity distribution of thei th segment,
then in the finite element modeling, the total number of the shaft
elementsn must satisfy

8~n11!>(
i 51

h

2~mi11!12d (47)

where the identification equation is

$q̃%5V2@T#p3t$U% (48)

and

p58~n11!; t5(
i 51

h

2~mi11!12d.

Eq. ~47! is of the form

@A#$x%5$b% (49)

where

$b%5$q̃%; @A#5V2@T~V!#; $x%5$U%.

Methods of least square fitting or singular value decomposition
~@16,17#! can be used to solve Eq.~49!, especially when@A# is not
rectangular.

In industrial rotating machines, not all the nodal locations along
the length of the shaft can be measured by the sensors. Most of the
locations are covered by casings or shields due to structural de-
signs or safety considerations. Sensor signals can only be acquired
at the locations exposed, or from the sensors pre-installed. From
the observations of the nonzero off-diagonal terms of@T#, we
know that the vibration response at each node is influenced by the
unbalance at all the other nodes. The unbalance message at each
node transmits along the shaft and shows its effects in the vibra-
tion response at all locations. Theoretically, the unbalance distri-
bution along the shaft can be uncovered with enough measure-
ment information at a single node.

To overcome the lacking of measurable locations, which makes
the number of equations less than the number of unknowns, mea-
surements are made at different operating speeds. This is possible
because unbalance mass distributions do not change with operat-
ing speeds. By assuming signals are taken fromw degrees-of-
freedom at an operating speedV,

$q* ~V!%5V2@T* ~V!#2w3t$U% (50)

where

$q* ~V!%5$q1c¯qwcq1s¯qws%2w31
T ,

w is the number of the measurement degrees-of-freedom,w
<4(n11). @T* (V)# is the matrix with the rows corresponding to
the measurement degrees-of-freedom.

Let the operating speeds for measurement beV1 , V2 , . . .Vk .
Eq. ~50! is expanded to become

H $q* ~V1!%
$q* ~V2!%

]

$q* ~Vk!%
J 5F V1

2@T* ~V1!#

V2
2@T* ~V2!#

]

Vk
2@T* ~Vk!#

G
2kw3t

$U% (51)

In order to solve the equation, the number of speedsk has to
satisfy

2kw>t. (52)

Results and Discussion
The aim of this paper is to study the feasibility of the proposed

identification theory. The system for illustration is a high damping
and anisotropic rotor-bearing system. The rotor model for simula-
tions is depicted in Fig. 4. Related geometry data are given in
Table 1. As stated in Table 2, the shaft eccentricity distributions
are chosen arbitrarily in polynomials of degree three for demon-
stration, while the unbalance masses of disks are lumped. The
eccentricity curve of the shaft is divided into two global eccen-
tricity segments. Thexz ~and yz! projections of the eccentricity
curve are shown in Fig. 5.

In the first example, four shaft elements~Fig. 4! are used in
finite element modeling to fulfill the requirement of Eq.~47!, so
we have 18 unknown coefficients, 2 for the disks and 16 for the
shaft. The four degrees-of-freedom of the middle point, node 3,
are measured and eight equations are obtained. So, at least three
operating speeds are necessary for the identification work. Table 3
shows the identification results with operating speeds, 9000, 9100,
and 9200 rpm~rounded up to six significant digits!. The results
show high accuracy of agreement with an averaged coefficient
error, 3.16331024%. The accurate results of identification are

Fig. 4 Rotor model and four elements in finite element
modeling

Table 1 Rotor data

Table 2 Eccentricity data
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due to the sufficient measurement information and the noise-free
condition. To improve the identification accuracy, the shaft is
modeled with 20 shaft elements, which is more accurate in finite
element modeling than four elements. The improved finite ele-
ment model of the rotor is shown in Fig. 6. Again, the middle
point, node 11, is measured and the results are compared with
those of the previous case. Table 3 shows that the averaged coef-
ficient error reduced to 1.00231024%. This improvement is due
to the decrease of the condition number of@Tsys#, where the con-
dition number is reduced from 2.24031011 to 3.89131010.

Noise inevitably pollutes the signals in field measurements and
enlarges the identification errors. Simulations are conducted with
added noise of NSR51% into the signals. 400 sets of signals are
averaged. Table 4 shows the comparison of the results of two-
point ~nodes 6 and 16! and three-point~nodes 6, 11, and 16!
measurements. The averaged coefficient error is reduced from
2.164% to 0.229% with more points in measurement. Next, The
simulation is done for four operating speeds, 9000, 9100, 9200,

and 9300 rpm. The results are shown in Table 5. As expected, the
averaged coefficient error is reduced from 2.614% to 2.087%. The
increase of the measurement points and the number of operating
speeds would add more information into the identification equa-
tion and improve the accuracy of the results. Based on this rea-
soning, it is likely that increasing the distances between sensors
will also improve the accuracy of identification.

Fig. 5 xz „yz … projection of eccentricity

Table 3 Identification results, noise free

Fig. 6 Rotor model and 20 elements in finite element modeling

Table 4 Identification results, NSR Ä1%

Table 5 Identification results, NSR Ä1%
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Conclusions
The proposed identification procedure for distributed unbalance

of the rotor was validated to be effective for high damping and
anisotropic rotor-bearing systems. The eccentricity distributions of
the shaft are assumed in finite and piecewise polynomials while
the unbalance masses of the disks are assumed lumped. Measure-
ment of the response is only needed at a few locations along the
length of the shaft. Effective means, such as increasing the num-
ber of operating speeds, enlarging the speed intervals, measuring
at multipoints and increasing the distances among sensors, can
improve the accuracy of identification, especially under noisy en-
vironments. The procedure is based on finite element modeling
and is easy to integrate into existing finite element programs for
rotordynamic analyses.

Nomenclature

a, b 5 coefficient of the local eccentricity curve
A, B 5 coefficient of the global eccentricity curve

e 5 eccentricity of the shaft
fu 5 phase angle of the unbalance of the shaft

x(s) 5 projection of the local eccentricity curve on thex-z
plane,x5e(s)cosfu(s)

y(s) 5 projection of the local eccentricity curve on they-z
plane,y5e(s)sinfu(s)

ed 5 eccentricity of the disk
fd 5 phase angle of the unbalance of the disk
xd 5 projection of the disk eccentricity on thex-z plane,

xd5ed cos(fd)
yd 5 projection of the disk eccentricity on they-z plane,

yd5ed sin(fd)
l 5 length of a shaft element

md 5 mass of the disk
$q% 5 nodal displacement
$Q% 5 unbalance force
@T# 5 see Eq.~47!

@Tl # 5 see Eqs.~23! and ~24!
@TL# 5 see Eqs.~34! and ~35!

@Tsys# 5 system matrix, see Eq.~8!
$um% 5 vector of the local eccentricity coefficients
$Um% 5 vector of the global eccentricity coefficients
$Ud% 5 vector of the eccentricity of the disk

s 5 local coordinate in a shaft element, 0<s< l
j 5 s/ l , 0,j,1

Superscript

d 5 disk
e 5 element
* 5 values obtained on a specific speed

Subscript

i 5 degree
j 5 element number
c 5 cosine term
s 5 sine term
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Transient Rotordynamic Modeling
of Rolling Element Bearing
Systems
Nonlinearity effects in rolling element bearings arise from Hertzian contact force defor-
mation relationships, clearance between rolling elements and races, and the bearing-to-
housing clearance. Assuming zero bearing-to-housing clearance, a simplified earlier
analysis showed that rotor bearing systems (RBSs) with deep groove ball bearings can
give rise to chaotic motion and jump. This paper extends the bearing model to include
rolling element centrifugal load, angular contacts and axial dynamics; and illustrates
their effects in a rigidly supported rigid RBS and a flexibly supported flexible RBS, the
latter modeling an existing test rig. Results are presented on the effect of bearing preload
on the unbalance response up to a speed of 18,000 rpm.@DOI: 10.1115/1.1479337#

Introduction
Rolling element bearings are widely used in rotating machinery

where high reliability and low power consumption are primary
concerns. In the dynamic analysis of rotor bearing systems~RBSs!
with rolling element bearings, special modeling of the bearing
characteristics is occasionally needed. This is not only because the
bearing flexibility may be significant but also because of nonlin-
earity effects due to the Hertzian force deformation relationship,
the varying stiffness resulting from load transmission via a finite
number of rolling elements, the presence of clearance between the
rolling elements and the bearing races, and the bearing-to-housing
clearance.

Past investigations to predict the vibration behavior of such
RBSs have been concerned with the determination of the stiffness
and damping provided by these bearings under constant unidirec-
tional loading situations. Thus, measurements under quasi-static
conditions of the vertical and horizontal positions of rotors sup-
ported by ball bearings by Tamura and Taniguchi@1# agreed with
predictions by Meldau@2#. Sunnersjo¨ @3# extended this work to
include rotor inertia effects and considered the possibility of posi-
tive clearance between the rolling elements and the bearing races.
No unbalance loading was considered and the rotor was rigid.
Experimental work provided qualitative agreement in locating
resonance peaks which were at the ball passing frequency. The
review paper by Stone@4# noted that the most important param-
eters affecting stiffness and damping were bearing type, axial pre-
load, radial clearance/interference, and to a lesser extent, speed
and lubricant. Whereas the investigations by Sunnersjo¨ @3# were
primarily concerned with roller bearings, which have a virtually
linear force deformation characteristic~@5#!, the investigations by
Fukata et al.@6# were concerned with ball bearings for which the
characteristic is nonlinear~@5#!. Though restricting consideration
to negative and zero radial clearance, sub/superharmonic reso-
nances, beats and chaotic vibration possibilities were predicted, all
in the absence of unbalance. Using a simpler expression for the
ball bearing reaction force, Saito@7# investigated the effect of
radial clearance on an unbalanced Jeffcott rotor, and predicted
multistable solution possibilities. Tiwari et al.@8# carried out a
detailed study of unbalance effects on ball bearing supported rigid
rotors and again predicted nonsynchronous response. El-Saeidy

@9# extended the system modeling to flexible rotors, though the
theoretical results were restricted to a symmetric balanced Jeffcott
rotor with zero and positive bearing-to-housing clearance. Chaotic
motions were again predicted. Assuming deep groove ball bear-
ings, zero bearing-to-housing clearance, and neglecting ball iner-
tia effects, Feng and Hahn@10# carried out a parametric study on
the effect of radial clearance and unbalance loading using the
model of a proposed experimental rig as the RBS. These investi-
gations showed that the aforementioned nonlinear effects, includ-
ing multistable operation~jump! were indeed possible. However,
assurance of zero or negative clearance between the balls and the
races is in practice frequently achieved by using preloaded angu-
lar contact ball bearings, the modeling of which is significantly
more complicated than that for deep groove ball bearings. Also, it
is unclear whether centrifugal load effects can justifiably be
neglected.

Though centrifugal load effects on angular contact bearings
were considered in earlier investigations~@11,12#!, these neglected
unbalance loading and did not, to the authors’ knowledge, con-
sider whether contact was maintained in the presence of centrifu-
gal load. Also, previous transient analyses~@6,8,10#! were re-
stricted to deep groove ball bearings, thereby avoiding the
significant increase in computational effort involved in consider-
ing the additional degrees-of-freedom~DOF! necessarily present
with angular contact bearings. Hence, this paper extends the ear-
lier work by Feng and Hahn@10# to incorporate rolling element
centrifugal load effects as well as axial and tilting stiffness effects,
necessarily present with angular contact ball bearings. To simplify
the analysis, it will still be assumed that the bearing-to-housing
clearance is zero. It is recognized that this assumption may need
to be revisited in light of evidence to the contrary, for with such
clearance multistable, subharmonic, quasi-periodic and chaotic re-
sponse~@13#! and even instability~@14#! have been predicted. Ad-
ditionally, transient ball motion effects are ignored.

Modeling
The equations of motion for a RBS may be written as

MẌ 1CẊ1KX 5G~X,Ẋ,t ! (1)

where the total nonlinear bearing forces~f!, gravity load and un-
balance load constitute the functionG.

Four different models for evaluating the bearing forces are sum-
marized below, viz. two or five degrees-of-freedom~DOF!, with
or without rolling element centrifugal load. The five-degree-of-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-255. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole.
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freedom~DOF! modeling follows that of de Mul et al.@12# in that
it is assumed that ball gyroscopic effects considered by Jones@11#
may be ignored. All four models consider individual ball rolling
elements and use Hertzian contact theory~@5#! to model the non-
linear stiffness of the bearing. Whereas complicated functions are
used for stiffness, constant damping is used to represent the ef-
fects of lubrication and friction. Cage influences are ignored
though the spacing of the rolling elements is assumed constant.

Two-Degrees-of-Freedom Model Without Inertia „2DOF….
This was the model investigated previously~@10#!. Of the five
DOF shown in Fig. 1, only thex andy DOF are used. Contact or
loss of contact is considered for each rolling element. Ignoring
rolling element centrifugal load effects, the inner and outer race
contact deformations can be combined so that the overall contact
deformation for thej th rolling element,d j , is given by

d j5x cosf j1y sinf j2ci2ce . (2)

Summing the contact forces for each rolling element in thex
andy directions gives

H f x

f y
J 5Kp( g jd j

nH cosf j

sinf j
J (3)

where

g j5H 1 for d j.0

0 for d j<0
and f j5

2p~ j 21!

nb
1vct1f0 . (4)

Two-Degrees-of-Freedom Model With Inertia „2DOF¿ i ….
This model can be considered a simplification of the 5DOF model
with centrifugal load effects included~@12#!. Since the inner race
and outer race contact forces are no longer equal, the contact
deformations can no longer be combined. Hence for each ball

mrevc
2Dp

2
5Fe2Fi5Kpede

n2Kpid i
n (5)

and

d i1de5d. (6)

Elimination of de gives

g~d i !5
mrevc

2Dp

2
1Kpid i

n2Kpe~d2d i !
n50. (7)

Equation~7! is a nonlinear equation ind i ~d is known for a
given inner race position! that may be solved by some appropriate
technique such as the Newton-Raphson algorithm. With known
d i , all parameters, including the inner and outer race contact
forces, can be obtained and transformed into the global degrees-
of-freedom.

Note that when inertia is ignored, contact is lost whend is
negative but with centrifugal load, the inner race can lose contact
even though there is still contact with the outer race. The critical
value of d when contact is lost,dc , occurs whend i50. Hence
contact with the inner race is lost whend<dc , where

dc5S mrevc
2Dp

2Kpe
D 1/n

. (8)

Five-Degrees-of-Freedom Model„5DOF…. As shown in Fig.
1, this model~@11,12#! includes not only the radial displacements
of the inner race but also the rotations about thex andy-axes and
the axial displacement. Two coordinate systems are used. The in-
ner race coordinate system (x,y,z,ux ,uy) corresponds to the
degrees-of-freedom of the rotor at this point and has its origin at
the center of the bearing. The local rolling element coordinate
system (r ,Z,Q) defines the position of the inner race center of
curvature for each rolling element and has its origin at the nomi-
nal position of the inner race center of curvature. The outer race
center of curvature is used as a reference point. Figure 2 shows
the various parameters used. Note thatr p , the radial coordinate of
the nominal center of curvature of the inner race, is not related to
Dp .

For the j th ball, the displacement of the inner race center of
curvature,u, is related to the displacement of the inner race,d
~treated as a known input quantity for the forcing function! ac-
cording to

u5$ur uz uQ%T5@R#d5@R#$x y z ux uy%
T (9)

Fig. 1 5DOF model coordinate systems

Fig. 2 5DOF model parameters
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where

@R#5F cosf j sinf j 0 2zp sinf j zp cosf j

0 0 1 r p sinf j 2r p cosf j

0 0 0 2sinf j cosf j

G
335

.

(10)

All surfaces are assumed to be curves with only one radius of
curvature. Figure 3~a! shows the geometry of the centers of cur-
vatures of the inner race, of the outer race and of the center of the
rolling element, before and after the known deflection of the inner
raceu. Hence

l 0i5r i2
Db

2
2ci , l 0e5r e2

Db

2
2ce (11)

tana5
~ l 0i1 l 0e!sina01uz

~ l 0i1 l 0e!cosa01ur
5

a

b
(12)

l i1 l e5Aa21b2. (13)

Comparingl i1 l e with the nominal distance and the nominal
clearance yields the overall contact deformation

d5 l i1 l e2 l 0i2 l 0e2ci2ce . (14)

If the contact deformation is positive, then the contact load is
calculated via the standard Hertzian contact relationship, other-
wise contact is lost and no load is transmitted, so that

Q5H Kpd1.5 ~ for d.0!

0 ~ for d<0!.
(15)

Hence, the contact forces for thej th rolling element in the two
coordinate systems are given by

Q5$Qr Qz QQ%T5$2Q cosa 2Q sina 0%T (16)

and

F5$Fx Fy Fz Mx M y%
T5@R#TQ. (17)

Summing the contact forces for each rolling element gives the
nonlinear forcing function,f(d). Note that ifa050 and theux ,
uy and z degrees-of-freedom are ignored,f5$ f x , f y%

T as in Eq.
~3!.

Five-Degrees-of-Freedom Model With Inertia „5DOF¿ i ….
Inclusion of rolling element centrifugal load means that inner and
outer race contacts may have different contact angles. The equa-
tions of dynamic equilibrium become

Hgr

gz
J 5H Qi cosa i2Qe cosae1

mrevc
2Dp

2

Qi sina i2Qe sinae

J 5 H0
0J (18)

where

Qi5Kpid i
n ~ for d i.0! (19)

and

Qe5Kpede
n ~ for de.0!. (20)

From Fig. 3~b! one has the geometric relationships

l i5
l 0i cosa01ur2v r

cosa i
5

l 0i sina01uz2vz

sina i
(21)

l e5
l 0e cosa01v r

cosae
5

l 0e sina01vz

sinae
(22)

and

d i5 l i2 l 0i2ci , de5 l e2 l 0e2ce . (23)

For a given inner ring position~u! one now has two nonlinear
equations for the two unknown rolling element positionsv r and
vz . These may again be solved by the Newton-Raphson technique
extended to two unknowns, i.e.,

v5 H v r

vz
J

i 11
5 H v r

vz
J

i

2F ]gr

]v r

]gr

]vz

]gz

]v r

]gz

]vz

G
i

21

Hgr

gz
J

i

. (24)

Reference@12# presents analytical expressions for these partial
derivatives. As with the 2DOF1 i model, careful attention needs
to be paid to the conditions under which contact occurs. In ab-
sence of contact, the equations of dynamic equilibrium~18! re-
duce to

H 2Qe cosae1
mrevc

2Dp

2

2Qe sinae

J 5 H0
0J (25)

giving

ae50 and Qe5
mrevc

2Dp

2
. (26)

In other words the outer race provides the reaction to the rolling
element centrifugal force and its contact angle becomes zero. To
determine if contact occurs, the above condition can be assumed
and the corresponding inner race contact deformation can be cal-
culated. From Eqs.~20! and ~26!

de5S mrevc
2Dp

2Kpe
D 2/3

. (27)

Fig. 3 Contact geometry
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Substituting into Eq.~23! yields

l e5de1 l 0e1ce5S mrevc
2Dp

2Kpe
D 2/3

1 l 0e1ce (28)

and substituting Eq.~26! into Eq. ~22! yields

vz52 l 0e sina0 and vz5 l e2 l 0e cosa0 . (29)

Using these elements ofv, for givenu, it is possible to calculate
the inner race deflection from Eqs.~21! and~23!. If d i is negative
then contact does not occur. If, on the other hand,d i is positive,
then contact does occur and the iterative solution for the rolling
element position must be pursued as above. One can then calcu-
late contact loadsQi andQe and hence obtainQi andQe as in Eq.
~16!. As for the 5DOF model, the contact load vectors are trans-
formed back into the global coordinate system and summed for all
rolling elements.

Transient Solution Method. In light of earlier nonsynchro-
nous responses with the 2DOF model~@10#!, the bearing models
were implemented into in-house transient analysis software which
uses fixed-step fourth-order Runge-Kutta integration. In all solu-
tions the time step size was considered sufficient when halving it
no longer changed results. The maximum number of points per
cycle required was 3000. Solutions were continued until a repeti-
tive solution was obtained. In the case of chaotic results, the so-
lution was continued until the envelope of the orbit remained
constant.

Sample Calculations
All sample calculations used data pertinent to NSK/RHP angu-

lar contact bearing 7908CTDULP4 as these are the bearings to be
used in the test rig. Tables 1 and 2 give the relevant bearing
parameters. Note that the cage velocityvc could, if desired, be
obtained by measurement rather than using the formula in Table 1.
An arbitrary linear damping coefficient of 1000 Ns/m was as-
sumed at all degrees-of-freedom associated with the bearings. For
2DOF modeling, the 5DOF were maintained~with the linear
damping! but the nonlinear bearing forces were only applied to
the relevant degrees-of-freedom. This eliminated any differences
between modeling techniques except for those due to the different
bearing models.

Single Bearing Model. A simple single-bearing model is
used to demonstrate the effect of rolling element centrifugal load.
Only 5DOF models were used because of the ease of applying
preload. The axial and rotational motions associated with the
5DOF modeling are negligible in this example and hence the

2DOF models can be tuned to give similar results. A 2 kg rotor
was used with I d50.01 kgm2, I p50, an unbalance of 1
31025 kgm and a bearing preload of 19.5N. The rotor was mod-
eled in five degrees-of-freedom with stiffness provided by the
bearing model.

Figure 4 shows the peak-to-peak response of the single-bearing

Fig. 4 Effect of inertia on peak-to-peak response

Fig. 5 Effect of inertia on bearing orbits

Table 1 Known bearing parameters

vc50.43983vs rad/s nb518 Dp552 mm
Db56.35 mm a0515 deg

Table 2 Estimated bearing parameters

r i53.2086 mm r o53.3655 mm
r p525.5315 mm zp58.4375 mm ci51 mm
co51 mm
Kpi53.883231010 Nm21.5

Kpo52.082131010 Nm21.5

mre51.0524 g~sphere volume37850 kg/m3)
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model at speeds ranging from 5000 rpm to 18,000 rpm in incre-
ments of 1000 rpm. Because of the nature of some of the nonpe-
riodic motions, peaks in Fig. 4 do not indicate resonance values.
Figure 5 compares orbits at 18,000 rpm and 10,000 rpm. The
presence of centrifugal load has the effect of introducing addi-
tional clearance. At 18,000 rpm, with the unbalance load domi-
nant, a circular orbit is achieved whereas at 10,000 rpm, when
neither unbalance nor gravity load are predominant, the unbalance
load is insufficient to cause the rotor to maintain a full circular
orbit but is sufficient to cause looping.

The results at successive speed were obtained by using the re-
sults of the previous speed as the initial condition. Multiple solu-
tions could be obtained by changing the initial condition; e.g.,
changing the input angle of inclination of the rotor (ux) resulted
in different solutions for the higher speeds. Figure 6 shows the run
up solution at 18,000 rpm compared to a solution obtained by
using an all zero initial condition. Here, the zero initial condition
solution is chaotic. These multiple solutions result from the bear-
ing nonlinearity and should be avoided, as far as possible, by
appropriate selection of system parameters.

Test Rig Model. Figure 7 shows a photograph of the modeled
test rig which is currently being commissioned. The test rig model
is the same as that in@10# except three more degrees-of-freedom
were added at each bearing as required by the 5DOF modeling.
Table 3 gives the relevant parameters for the rotor system while

Fig. 6 Two solutions at 18,000 rpm „5DOF model …

Fig. 7 Photograph of test rig

Fig. 8 Lumped mass model of test rig Fig. 9 Peak-to-peak response 19.5 N preload

Table 3 Test rig model parameters

Mass
No. DOF

Mass
~kg!

Span Data

Length
~mm!

Outerf
~mm!

Inner f
~mm!

1 1,2 0.3425
2 3–6,25 0.6744 106.0 39.00 0.023
3 7–10,26 0.6235 108.5 39.00 0.023
4 11,12 0.8093 39.70 39.00 0.023
5 13,14 0.2430 65.80 55.90 0.040
6 15,16 0.2441 9.70655 3.6211 0.000
7 17,18 0.2441 268.0 46.18 0.044
8 19,20 0.3290 9.70655 3.6211 0.000
9 - 0.3290 44.00 6.505 0.060
Ped 1 21,22 mp510 kg cp51 Ns/m kp516.5 MN/m
Ped 2 23,24 mp510 kg cp51 Ns/m kp516.5 MN/m

Table 4 Clearance for 2DOF models

Preload
~N!

2DOF and 2DOF1 i model clearances
~mm!

ci ce

19.5 20.20695 20.31356
100 20.59794 20.90597
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the lumped mass model and degrees-of-freedom DOF are shown
in Fig. 8. Note that DOF 25 and 26 are added axial degrees-of-
freedom that have no stiffness, but have masses of 0.1 kg. The
rotational degrees-of-freedom at masses 2 and 3 have Id values of
7.13031023 kgm2 and 3.99531023 kgm2 respectively. To see if
it is feasible to replace the 5DOF model with the simpler 2DOF
model, the inner and outer race clearances caused by the applica-

tion of preload in the 5DOF model were used as input data for the
radial clearances in the equivalent 2DOF model. Table 4 shows
these equivalent clearance values. There is of course no way in
which such radial clearances could be assuredly achieved in any
practical deep groove ball bearing assembly. Also in the 2DOF
model, axial degrees-of-freedom became dummy degrees-of-
freedom~i.e., not connected to other degrees-of-freedom in any
way!. In the 5DOF model, preloads were obtained by applying
appropriate loads to the axial degrees-of-freedom. The 2DOF
model uses DOF 3, 4, 7, and 8 while 5DOF model uses DOF 3
through 10, 25, and 26.

Fig. 10 Peak-to-peak response 100 N preload

Fig. 11 Orbits at 18,000 rpm with 19.5 N preload

Fig. 12 Orbits at 18,000 rpm with 100 N preload

Fig. 13 Orbits at 18,000 rpm with 100 N preload, 2DOF with
and without inertia
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The system was loaded by gravity and a fixed unbalance of 1
31025 kgm at DOF 11 and 12. The response was calculated at
speeds ranging from 6000 rpm to 18,000 rpm in 2000 rpm incre-
ments.

Figures 9 and 10 compare the 2DOF and 5DOF models~with-
out rolling element centrifugal load! in terms of peak-to-peak
~maximum for ten cycles minus the minimum for ten cycles! re-
sponse. Figure 9 shows the response for low preload~19.5 N!
while Fig. 10 shows the response for medium preload~100 N!.
Only vertical displacements and forces are shown as the horizon-
tal response is almost identical to the vertical response.

Of the many simulations performed, selected relative bearing
orbits and forces are shown in Figs. 11 through 14 where the rotor
speed is 18,000 rpm. Figures 11–12 compare solutions obtained
with the 2DOF and 5DOF models for light~19.5 N! and medium
~100 N! preloads in the absence of centrifugal load while the
effect of centrifugal load on the 2DOF and 5DOF models is
shown in Figs. 13 and 14. Note that in general the mean force
remains vertical and relatively constant over the speed range but
2DOF and 5DOF models give different mean forces. Exceptions
occur with light preload~19.5 N! at 12,000 rpm~close to a support
natural frequency! and 18,000 rpm where the mean force distri-
bution changes in the 5DOF model only. Figure 15 compares the
computation times for 10 cycles of simulation at 1000 points per
cycle, 18,000 rpm and 100 N preload, using an Intel Celeron 466
based PC.

Discussion
The effect of rolling element centrifugal load is most clearly

displayed in the single bearing model. As expected, as speed in-
creases, the effect of centrifugal load increases. More interest-
ingly, as the unbalance force increasingly dominates the loading,
the difference between the forces with and without centrifugal
load decreases while the difference between displacements contin-
ues to increase. This can be explained by the centrifugal loading
pushing the rolling elements into the outer race~Hertzian defor-
mation! and hence increasing clearance that the shaft and inner
race experience. Thus, when the rotor is simply moving around
the bearing, the bearing force does not see the effect of the cen-
trifugal load while the displacement does.

In the test rig model, the effect of rolling element centrifugal
load is seen to be minimal on the 2DOF model~Fig. 13! compared
to its effect on the 5DOF model~Fig. 14!, although displacements
and forces do increase slightly. Indeed, the need for the more
complicated 5DOF models is not evident until more complicated
multiple bearing systems are involved where rotational (ux ,uy)
and axial~z! motions may be significant at the bearings. Where
these motions have negligible effect, the 2DOF models can be
tuned to give very close results to the 5DOF models. This was
possible in the single bearing model but not in the test rig model.
Note that 2DOF modeling for the test rig was performed neglect-
ing the angular contact, resulting in small differences between the
clearance and stiffness of the models. However, the differences
seen between the 2DOF and 5DOF models are largely due to the
added axial and tilting stiffness of the 5DOF model as seen in
both the peak to peak responses~Figs. 9 and 10! and the mean
force distributions. This is particularly evident at 12,000 rpm
where opposite dynamic response is predicted. The most signifi-
cant effect of the 5DOF model is noticed at higher speeds where
unbalance plays a larger role and at lighter preloads. Preload tends
to reduce the effect of both the 5DOF modeling and the rolling
element centrifugal load.

Conclusions
Transient analysis software has been gainfully applied to deter-

mine the vibration response of general rotor-bearing systems in-
volving angular contact ball bearings; and in particular, to the test
rig presently being commissioned to evaluate nonlinearity effects
arising from such bearings. It will therefore be possible to predict
system parameter combinations which give rise to undesirable vi-
bration characteristics due to bearing nonlinearity, such as chaotic
motions or multistable~jump! operation.

Numerical computations show that

~i! inclusion of rolling element centrifugal load can signifi-
cantly affect response results. Rolling element centrifugal
load seems to increase the effective clearance or decrease
the interference present in the bearing.

~ii ! the use of 5DOF rather than 2DOF models can signifi-
cantly affect response results when there are rotational and
axial displacements at the bearings.

~iii ! both the inclusion of ball centrifugal load effects and the
extension of the 2DOF models to 5DOF models signifi-
cantly increased the computational effort.

The need to utilize the computationally more demanding 5DOF
model and the need to include rolling element centrifugal load
effects when determining the vibration response of rotor bearing
systems has been demonstrated.
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Fig. 15 Computation time comparison
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Nomenclature

ci ,e 5 inner, outer race clearances, respectively,in direc-
tion of contact@m#

Db 5 rolling element diameter@m#
Dp 5 bearing pitch diameter@m#

d 5 inner race displacement vector5$x,y,z,ux ,uy%
T

@m# or @rad#
F 5 bearing load vector per element@N# or @Nm#
f 5 total bearing load vector@N# or @Nm#

f x,y 5 bearing force in x and y directions, respectively
@N#

G 5 forcing function vector@N# or @Nm#
g,gr ,gz 5 dynamic equilibrium function~s!

Kp 5 load-deflection factor for point contact@Nm21.5#
l 0i ,l 0e 5 nominal distance between rolling element center

and inner, outer race centers of curvature, respec-
tively @m#

l i ,l e 5 actual distance between rolling element center and
inner, outer race centers of curvature, respectively
@m#

M ,K ,C 5 system mass, stiffness and damping1gyroscopic
matrices

mp ,kp ,cp 5 support mass, stiffness and damping@kg, Nm21,
Nsm21#

mre 5 rolling element mass@kg#
n 5 load deformation index~1.5 for point contacts!

nb 5 number of rolling elements
Q,Qi ,Qe 5 contact load@N#
Q,Qi ,Qe 5 contact force vectors@N or Nm#

r i ,e 5 inner and outer race radii of curvature@m#
r p 5 radial distance from bearing center to nominal

inner race center of curvature@m#
u 5 displacement of the inner race5$ur ,uz ,uu%

T @ m
or rad#

v 5 displacement of the rolling element5$v r ,vz%
T @m#

X 5 displacement vector of system DOF@m or rad#
zp 5 axial distance from bearing center to nominal in-

ner race center of curvature@m#

a 5 contact angle@rad#
a0 5 nominal contact angle@rad#

d 5 contact deformation or deflection@m#
f j 5 angular location of thej th rolling element@rad#
vc 5 cage angular velocity@rad/s#
vs 5 shaft angular velocity@rad/s#
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Optimum Design of Squeeze Film
Dampers Supporting
Multiple-Mode Rotors
In this paper a study of the optimum design of squeeze film dampers for multimode rotors
is presented. The optimum design program obtains the best possible damper parameters
for a given rotor to satisfy the minimization requirements for the objective function. The
objectives are to minimize the amplitude response of the rotor at the critical speed,
minimize the force transmitted to the support at the operating speed, or maximize the
power dissipated by the damper. A combination of these objectives can also be used, with
weighting factors to weigh the importance of each of these objectives. These are the
possible objectives for the design of squeeze film dampers for aircraft engine applications.
The basis of the optimum design program is an extremely fast algorithm which is able to
quickly calculate the unbalance response of a rotor, for circular centered orbits of the
journal in the damper. A commercial routine is used for the optimization, and is based on
a complex direct search technique. The variation of the optimum clearance, length, and
retainer spring stiffness are plotted against various rotor parameters. Recommendations
for the design of squeeze film dampers are made. Applications to an aircraft engine
illustrate the power of the developed algorithm.@DOI: 10.1115/1.1479338#

Introduction
Squeeze film dampers~SFDs! are usually designed based on

rules of thumb. Most SFD designers would give a clearance value
relative to the radius of the damper as their preferred choice for
SFD design, even though there may be different objectives for the
design of SFDs. Many SFDs are designed to provide damping
while crossing critical speeds, but other SFDs are designed to
provide stability to the rotor system. It is the objective of this
paper to provide insight into the design process of SFDs, and
clarify the competing objectives for the design of SFDs. The paper
describes an optimum design procedure, for the selection of opti-
mum SFD parameters to support different SFD design objectives.

The SFD literature is quite rich, ever since the invention of
SFDs by Cooper@1#; however, the work on SFD optimization is
relatively limited. Perhaps the first analysis of optimum design of
SFDs is the work of Cunningham et al.@2# who optimized the
stiffness and damping of an SFD as a support of a symmetric
five-mass rotor. Their design objective was to reduce the rotor
motions and forces transmitted to the support bearings. They used
a single-mass flexible rotor analysis in their optimum design. Bar-
rett et al.@3# derived an approximate formula to evaluate the op-
timum damping of SFD supporting multiple modes rotors. This
formula was expressed as a function of the bearing stiffness and
rotor modal stiffness at the rigid bearing critical speed. The opti-
mum damping of SFD minimizes the rotor unbalance response
and maximizes stability in the vicinity of the rotor first critical
speed. They used the equivalent mass-spring model to evaluate
the unbalance response of their system. Rabinowitz and Hahn@4#
were able to obtain an optimum design chart for an SFD support-
ing flexible rotors based on the desired value of the vibration
amplitude and the damper force. Later, Chen et al.@5# were suc-
cessful addressing an automated optimization technique using
nonlinear programming to obtain the optimum damper radial
clearance, journal length, and the radius of the damper. They used

the finite element method to model their systems. Their design
objective was to minimize the maximum damper force in a certain
speed range. Natraj and Ashrafiuon@6# studied the effect of rotor
spin speed and the unbalance value on the optimal value of the
bearing parameter. They derived analytical formulas based on the
analysis of two-degree-of-freedom systems. More recently,
Ramesh and Kirk@7# used a multidegree-of-freedom rotor model
and presented an SFD design procedure to obtain optimum stabil-
ity. Nyqvist and Larsson@8# presented an optimization method for
the optimization of SFDs for stability problems by optimizing the
location of the root locus. Each of the above researchers presented
a useful algorithm, but either with limited objectives, or based on
simple models. It is desirable to optimize the design of SFDs with
different objectives and using data from actual multimode rotors.

In this paper a method to optimize the performance of SFDs
supporting multiple modes rotors is presented. This method relies
on the simulation of the unbalance response of the rotors through
an extremely fast algorithm based on planar modal analysis theory
and the assumption of circular motion~@9#!. An objective function
is constructed to describe different design objectives, which are to
minimize the vibration amplitude, minimize the transmitted force
to the machine support, and/or maximize the SFD power. The
direct search method is used to find the minimal value of the
objective function and the corresponding optimum design vari-
ables within two bounds. A numerical example is given to dem-
onstrate different cases of design objectives. The optimum SFD
parameters are obtained in each case using the developed method.
The unbalance response of each case is compared to that of the
baseline design. Simulations show that the developed optimization
method achieves the specified design objectives.

Squeeze Film Damper Parameters
There are many parameters that control the behavior of squeeze

film dampers~SFDs!. Inspection of the nondimensional bearing
parameter or inertia parameter~@10#!, would reveal that the fol-
lowing design parameters affect the performance of an SFD:
clearance, length, radius, viscosity of oil, density of oil, as well as
the retainer spring stiffness, the configuration of the damper, and
the supply pressure.

The damper configuration, including oil supply method and
sealing type, dictate whether the damper will operate in the long

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, June
4–7, 2001; Paper 01-GT-256. Manuscript received by IGTI, December 2000, final
revision, March 2001. Associate Editor: R. Natole.
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damper mode or short damper mode or anywhere in between
~@11#!. The oil supply pressure dictates whether the damper will
operate uncavitated, cavitated, or with air entrainment. Usually
the supply pressure in SFDs is large enough to reduce air entrain-
ment, but possibly not large enough to eliminate cavitation. These
are decisions an SFD designer is confronted with, however, for the
purposes of this paper it is assumed that the design configuration
and supply pressure are already established, based on previous
experience or constraints in the damper design. Thus the damper
design problem is reduced to selecting the appropriate SFD pa-
rameters.

Of the parameters mentioned in the first paragraph in this sec-
tion, the choice of the type of oil, thus its viscosity and density, is
most probably governed by considerations other than the damper
design. Usually, the oil used for lubrication is used in the SFD.
Moreover, the radius of the damper is almost always dictated by
considerations other than the damper design. The radius is usually
dictated by the rotor design, whether from the point of view of
functionality, stress, or critical speed placement.

This leaves only three parameters that the SFD designer works
with, to obtain the best possible performance from the SFD,
namely the clearanceC, the lengthL, and the retainer spring stiff-
nessKr. Of these, previous work~@12,13#!, has shown that the
clearanceC has the largest effect on the amount of damping pro-
vided by an SFD; while the retaining spring is useful in providing
a soft support. The optimum design algorithm presented herein,
provides a method for the proper selection of these SFD param-
eters.

Simulation of Squeeze Film Damper Behavior
Because of the nonlinearity of squeeze film dampers~SFDs! it

is possible to predict the behavior of SFDs by numerical integra-
tion, to obtain the unbalance response~@14#!. However, this is
quite time-consuming. Therefore various authors have resorted to
try to predict the unbalance response of SFD supported rotors by
various methods. Taylor and Kumar@15# predicted the response of
a simple model of a rigid rotor on SFD by assuming circular
centered orbits and manipulating the nonlinear algebraic equations
to obtain a polynomial in frequency which when solved for vari-
ous eccentricities results in the full unbalance response. This tech-
nique was extended by El-Shafei@10,16# to flexible rotors includ-
ing fluid inertia effects in SFDs.

Until recently an SFD designer could not use the simulations of
the unbalance response as a design tool, because the available
technology either relied on extremely time-consuming numerical
integration techniques, or relatively simple models. The designer

would try to predict the behavior of the SFD supported rotor using
the simple models, then proceed to design the rotor-damper sys-
tem, and at the end of the design process resort to numerical
integration just to check the design.

Recent developments concentrated on overcoming this prob-
lem. Mclean and Hahn@17# tried to solve this problem for a mul-
timode rotor system assuming circular centered orbits. However,
their technique needs to be developed mathematically for each
particular rotor, and the mathematics can be cumbersome for com-
plicated rotors. A major development occurred recently by the
authors ~@9#!, who used planar modal analysis, developed by
Gunter et al.@18# and applied by Hathout et al.@19#, to obtain the
full nonlinear unbalance response of a multimode rotor supported
on SFDs. This is an elegant algorithm based on planar modal
analysis and the methodology of Taylor and Kumar@15# and El-
Shafei@10,16# to obtain the full nonlinear unbalance response of
multi-mode rotors supported on SFDs with a speed of 25 orders of
magnitude faster than numerical integration. This algorithm only
requires the knowledge of the undamped planar modes of any
rotor, and would predict the full unbalance response in a matter of
seconds.

The advent of such a fast algorithm allows the designer to use
simulation as a design tool. Actually the authors used the algo-
rithm to simulate the response of an aircraft gas turbine fan rotor
~AGTFR! and design an SFD for the AGTFR all in a day’s work
~@9#!. However, a huge amount of data are generated by the simu-
lations, and an automated method is required to obtain the best
possible design solution. Therefore an optimization methodology
needs to be developed, which is precisely the objective of this
paper.

Design Objectives of Squeeze Film Dampers and the
Objective Function

The goals of using squeeze film dampers~SFDs! in high-speed
high-performance rotors, such as aircraft gas turbine engines, are
to utilize their capabilities in controlling vibrations. Controlling
vibrations means that the vibration amplitudes are attenuated,
transmitted forces to the bearings are reduced, and good stability
characteristics are provided. It was found that SFDs have the abil-
ity to achieve these requirements. Meanwhile, it was also found
that if the SFDs are poorly designed, they may act as magnifier
devices for vibrations rather than attenuators. Moreover, it is de-
sired to investigate the possibility of exploiting SFDs to their
maximum, since it cannot be claimed that the performance of
SFDs is optimal. Thus it is desired to find a method to perform an
optimum design procedure for SFDs. At present, SFDs are de-

Fig. 1 Flow chart for the optimum design program
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signed based on rules of thumb, which are extracted from the rules
of journal bearing design. Even though these rules are widely
recognized, they may not achieve the desired optimum perfor-
mance of SFDs.

In summary, SFDs are used in rotating machinery for three
main reasons:

~a! to minimize the amplitude response at critical speeds,
~b! to minimize the force transmitted to the support at operat-

ing speeds, and
~c! to stabilize rotating machinery at onset of instability.

Actually in many cases these three objectives can be competing,

and many authors have worked on variable SFDs to satisfy these
different design objectives~@19#!, however, this is beyond the
scope of the current paper.

To reduce the amplitude response at critical speeds, one would
necessarily require a large amount of damping to reduce the am-
plification factor; while to reduce the force transmitted to the sup-
port a soft support needs to be designed with little damping to
reduce the transmissibility. To stabilize a rotating machine, one
needs a large amount of damping to move all eigenvalues to the
right-hand side of the complex plane.

Based on the above, it is desirable to develop an objective
function to represent all the above three design objectives, and to

Fig. 2 Aircraft gas turbine fan rotor and its mode shapes

Table 1 Different design objectives

Case Number Design Objective Objective Function

Case 1 minimize the maximum vibration amplitude~A!,
which is measured at the unbalanced disk~at the
fan!, ~i.e., design objective 1!

J5Amax
W151, W25W350

Case 2 minimize the maximum transmitted force (F* ),
design objective 2

J5F* max
W251, W15W350

Case 3 maximize the average SFD power in a certain
speed range, the chosen speed range is from
12,000~rpm! to 20,000~rpm!, which is the
operating speed range of AGTFR, design
objective 3

J5
1

Pavg
U

V1

V2

W351, W15W250

Case 4 minimize the maximumA and the maximumF* ,
design objectives 1 and 2 together

J5Amax1F*max

W15W251, W350
Case 5 minimize the maximumA and maximize thePavg

over a speed range, design objectives 1 and 3
together

J5Amax1
1

Pavg
U

V1

V2

W15W351, W250
Case 6 minimize the maximumF* and maximizePavg

over a speed range, design objectives 2 and 3
together

J5F*max1
1

Pavg
U

V1

V2

W25W351, W150
Case 7 minimize the maximumA, maximumF* , and

maximizePavg in a speed range, design
objectives 1, 2 and 3 combined

J5Amax1F*max1
1

Pavg
U

V1

V2

W15W251, W351
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use the simulation algorithm of Yakoub and El-Shafei@9# to
evaluate this objective function. This is quite straightforward for
the first two objectives; however, for the third objective one en-
counters a problem. To really satisfy the third design objective, it
is necessary to evaluate the system eigenvalues. However, this is

not possible from the unbalance response, which is our main
simulation tool.

A possible approximate solution to this stability problem, is to
consider the function of the SFD as a stabilizer. In this case the
SFD would be required to remove as much energy as possible

Fig. 3 The unbalance response of AGTFR supported on short SFD optimum design versus
baseline design, Case 1 W1Ä1.0

Table 2 The optimum squeeze film damper „SFD… parameters for different cases

Case No. Copt ~mm! Lopt ~mm!
Kr opt

~N/mm! Jmin Jinitial Reduction %

Case 1 150.136 10.65 600 0.874 1.2422 29.64
Case 2 295.146 11.27 100 1.2138 3.25 62.65
Case 3 300 17.216 100 0.025 0.0619 59.61
Case 4 295.39 15.82 128.65 2.543 4.4922 43.39
Case 5 276 16.7 224.298 0.935 1.3041 28.3
Case 6 300 10.5 112.2 2.04 3.3119 38.65
Case 7 150 12.9 600 3.5 5.0 30
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from the rotor system to stabilize it. Thus, if the SFD is designed
to maximize the power removed during one cycle, one would
approximate the necessary conditions of stability while only using
the unbalance response simulations.

Thus, a possible objective function for the design of SFDs
could be constructed as follows:

J5W13A1W23F* 1W3 /P

whereA is the maximum vibration amplitude on the rotor,F* is
the largest transmitted force at the damper, andP is the power
removed in the damper at particular points.W1 , W2 , andW3 are
weighting factors. The weighting factorsW1 , W2 , andW3 can be
defined according to the design objectives. For instance, to
achieve the design objective of smallest vibration amplitude, then
W1 will take the value 1, while the other factors will be zero. In
the case of more than one objective, the weighting factors can be

taken in such a way such that they emphasize the importance of
each design objective to the overall design requirements.

Optimum Design Technique
In the optimum design process of squeeze film dampers~SFDs!,

it is desired to obtain the optimum damper radial clearance (C),
the optimum length of the damper journal (L), and the optimum
stiffness of the retainer spring~Kr!. These design variables are
confined within two bounds; lower and upper bounds. Thus the
problem of optimum design can be formulated as follows:

Min~J!5W13A1W23F* 1W3 /P (1)

Clower<Copt<Cupper (2)

L lower<Lopt<Lupper (3)

Kr lower<Kr opt<Kr upper (4)

Fig. 4 The unbalance response of AGTFR supported on short SFD optimum design versus
baseline design, Case 2, W2Ä1.0
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where the subscripts lower, upper, and opt stand for the lower
bound, upper bound, and the optimum value of the design vari-
able, respectively.

These bounds are chosen to be indicative of the actual physical
bounds on the design parameters. They should not be chosen ar-
bitrarily, as this would constrain the optimization, and result in the
loss of more ‘‘optimum’’ solutions. For example, the clearance
lower bound should be determined by machining and assembly
tolerances while the clearance upper bound should be determined
by the view of the effectiveness of the SFDs. The length upper
and lower bounds are actually determined by space limitations,
while the stiffness lower bound should be determined by physical
properties of soft springs, and the stiffness upper bound is deter-
mined by the need to avoid a hard mount.

In solving this problem, conventional optimization methods are
not helpful since we do not have an analytical form for the objec-
tive function. This is because the objective function is evaluated
based on the simulation of the system unbalance response, which

is the steady-state behavior at different spin speeds of the rotor.
Thus gradient methods cannot be used in this case since the gra-
dients of the objective function cannot be evaluated analytically,
and finite difference gradient evaluation methods would not be
effective in calculating the gradients numerically, since it would
be very time-consuming.

As a solution for this problem, direct search methods are sug-
gested to search for the optimum SFD parameters. Direct search
methods are effective for low-order optimization problems, where
the number of variables is limited to about 5. In the optimization
problem defined by Eqs.~1! to ~4!, the search is confined to a
three dimensional parameter space. The direct search method de-
pends on changing the values of the design variables according to
a certain formula~Complex method, IMSL routine BCPOL! ~@20#!
and evaluating the objective function that corresponds to those
variables. The minimum value of the objective function and its
corresponding variables are obtained by comparing the evaluated
objective function values.

Fig. 5 The unbalance response of AGTFR supported on short SFD optimum design versus
baseline design, Case 3, W3Ä1.0
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Briefly, a set of 2N points in anN-dimensional space is called a
complex. The minimization process iterates by replacing the point
with the largest function value by a new point with a smaller
function value. The iteration continues until all the points cluster
sufficiently close to a minimum. The method is based on function
comparison, no smoothness is assumed~@20#!.

The procedure of optimum design, which is illustrated in Fig. 1,
can be summarized in the following steps:

1 Baseline design values of SFD parameters~C, L, Kr! are
given between the lower and upper bounds.

2 The fast algorithm, described briefly above, is called
to simulate the unbalance response (A,F* ,P) of a certain
rotor.

3 The objective function is evaluated according to Eq.~1!.
4 The parameters of SFD are changed according to an IMSL

optimization routine BCPOL which uses the complex method to
find the minimumJ through values comparison~@20#!.

5 A new value of the objective function is obtained corre-
sponding to the new SFD parameters. Then this value is compared
to the previously obtained values to investigate the minimum
value. The program will stop when the difference between
two minimum values of the objective function is less than a
certain tolerance~in this analysis, this tolerance is taken to
be 1026!.

It should be noted that these steps are linked together in a
closed-form program to obtain the optimum parameters of an SFD
supporting a certain rotor automatically.

Numerical Example
In order to demonstrate the automated routine, a typical aircraft

gas turbine fan rotor~AGTFR!, discussed by Yakoub and El-
Shafei @9#, is introduced here to improve its unbalance behavior
through selecting and optimizing an SFD. The rotor exhibits four

Fig. 6 The unbalance response of AGTFR supported on short SFD optimum design versus
baseline design, Case 4, W1ÄW2Ä1.0
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critical speeds in the speed range up to 25,000 rpm. The rotor
critical speeds and their associated mode shapes are illustrated in
Fig. 2. An SFD is mounted on the fan end bearing with the fol-
lowing specifications:

radial damper clearance (C)5250mm,
length of the damper journal (L)510 mm
stiffness of the retainer spring (Kr )5350 N/mm
oil viscosity (m)50.014 Ns2/m
Different cases are taken to satisfy one of the previously men-

tioned design objectives or a combination of them. These cases
are listed in Table 1. In each case, the optimum design process is
conducted to obtain the corresponding optimum SFD parameters.
The obtained optimum parameters are listed in Table 2 with their
corresponding objective function value.

The design variables in each case are the damper radial clear-
ance (C), the length of the journal (L), and the stiffness of the
retainer spring~Kr!. The bounds of these design variables are

Clower5150mm Cupper5300mm

L lower510 mm Lupper530 mm

Kr lower5100 N/mm Kr upper5600 N/mm.

The unbalance response in each case is obtained to compare the
performance of the AGTFR with the optimized damper to its per-
formance with the baseline damper. Figure 3 shows the baseline
unbalance response with the optimized damper in Case 1. The
vibration amplitude at the fan~unbalance location! (R1) is shown
in Fig. 3~a!, while Fig. 3~b! illustrates the vibration amplitude at
the damper journal center~«!, and Fig. 3~c! shows the vibration
amplitude at the second stage turbine (R2). The damper force
(F* ) is plotted in Fig. 3~d!. It is obvious in this figure that the
vibration amplitude (R1) is reduced with a percentage of 29 in the
optimized damper than in the baseline damper, which hugely sat-
isfies the design objective of Case 1~minimizing the maximum

Fig. 7 The unbalance response of AGTFR supported on short SFD optimum design versus
baseline design, Case 7, W1Ä1.0
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vibration amplitudes!. Also the transmitted force (F* ) is reduced.
The same quantities are also plotted in Fig. 4 to compare the
optimized damper in Case 2 to the baseline damper. This figure
shows that the design objective of minimizing the maximum
transmitted force is achieved with a 62 percent reduction, while
the vibration amplitudes are not changed. Case 3 is illustrated in
Fig. 5. The objective of this case is to maximize the summation of
the SFD power~P! over speed rangeV* 52.2 to 4.0~12,000–
20,000 rpm!. It is shown in both Table 2 and Fig. 5 that this
objective is fulfilled, since the objective function has reduced
from 0.0619 to 0.025. Also, both the vibration amplitudes and the
transmitted force are reduced in this case.

Cases with more than one objective have been investigated us-
ing the developed optimization method. Case 4 combines two
competing design objectives; the vibration amplitude and the
transmitted force. Plots~a! and ~d! of Fig. 6 show that both ob-
jectives are achieved. Table 2 illustrates the success of the opti-
mization with competing objectives, for Cases 4 to 7. The corre-
sponding figures for Cases 5 to 7 have been eliminated for brevity.

To give insight into the behavior of the optimization algorithm
it should be stated that in general providing more damping is
useful in controlling the amplitude of vibration but increases the
force transmitted to the support. The amount of damping produced
from an SFD is proportional to the length cubed and inversely

Fig. 8 Variation of objective functions with design parameters for AGTFR SU model
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proportional to the clearance cubed. Examining Table 2, it can be
seen that for Case 1 the optimization routine chose a smallC and
a small L ~indicating large amount of damping!, to control the
amplitude of vibration, while for Case 2 the optimization routine
chose a largeC and a largerL ~indicating small amount of damp-
ing!, to control the transmitted force. In case of competing objec-
tives, Case 4, the optimization routine chose a largeC and an even
largerL, thus striking a balance between both reducing the ampli-
tude of vibration and reducing the transmitted force. This can be
seen in Figs. 3, 4, and 6, where the result of the optimization is to
reduce the amplitude of vibration~due to high damping! in Fig. 3
and to reduce the transmitted forces~due to lower damping! in

Fig. 4, while Fig. 6 represents middle grounds with moderate
damping due to the competing objectives, but achieves the best
possible solution given the design objectives. This physical insight
is useful in interpreting Cases 1, 2, and 4. The same reasoning can
be applied to interpret the other cases.

Figure 7 illustrates a different case which targets reducing the
tendency of SFD to exhibit the jump resonance phenomenon. This
phenomenon is usually associated with nonlinear systems. In the
work presented in this paper, the jump phenomenon appears when
the damper is short and cavitated~@10#!. However, this nonlinear
phenomenon is undesirable and it is required to prevent the pos-
sibility of its occurrence. Thus, in this case, the design objective is

Fig. 9 Variation of objective functions with design parameters for AGTFR SC model
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to minimize the maximum vibration amplitude such that the jump
resonance would disappear. This objective is achieved as shown in
Fig. 7.

Figures 8 and 9 illustrate the variation of different objective
functions for the AGTFR with the optimized values, for uncavi-
tated and cavitated dampers, respectively. Note the multiple hori-
zontal scales in these figures for each parameter. In both figures
the baseline parameters are fixed, while only one parameter is
varied. Thus, it is possible to plot a two-dimensional plot rather
than a four-dimensional surface. These figures are useful in illus-
trating the behavior of the rotor system with the change of a
particular parameter. Thus it can be seen that a small clearance
and a large damper length will provide the largest damping. How-
ever, their optimum values can be selected approximately from
Fig. 8 and 9. The true optimum values have to be obtained by
searching in the four-dimensional space to obtain the true opti-
mum values without restrictions. The above figures can only be
used as guidance, and only in Case 2 are the design parameters
fixed, and then again for only one objective.

Conclusion
This paper presented a method to obtain the optimum param-

eters of SFDs supporting multiple mode rotors. These parameters
are the damper radial clearance, the journal length, and the stiff-
ness of the retainer spring. The developed method relies on the
direct search method which minimizes a function subjected to
bounded constrains. An objective function is developed to express
the specified design objectives. These objectives are to minimize
the vibration amplitude, minimize the transmitted force, and/or
maximize the SFD power. The objective function is evaluated
through the rotor simulations. These simulations are obtained
from an already developed fast algorithm. This algorithm is based
on using the planar modal analysis theory and the assumption of
circular motion. Several design objectives are tested and the un-
balance response is investigated in each case. Demonstrations
show that the optimized damper achieves the specified design ob-
jective in each case.
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Nomenclature

A 5 nondimensional vibration amplitude
C 5 damper radial clearance, m

Clower 5 lower bound of the radial clearance, m
Copt 5 optimum value of the radial clearance, m

Cupper 5 upper bound of the radial clearance, m
F* 5 transmitted force, nondimensional

J 5 objective function, nondimensional
Kr 5 stiffness of the retainer spring, N/m

Kr lower 5 lower bound of the retainer spring stiffness, m
Kr opt 5 optimum value of the retainer spring stiffness, m

Kr upper 5 upper bound of the retainer spring, m
L 5 journal length, m

L lower 5 lower bound of the journal length, m
Lopt 5 optimum value of the journal length, m

Lupper 5 upper bound of the journal length, m
P 5 SFD power, nondimensional

PavguV1

V2
5 average power dissipated in the speed rangeV1

to V2 , nondimensional
R 5 journal radius, m

R1 , R2 . . . 5 amplitude of rotor vibration, nondimensional
W1 , W2 ,

W3 5 weighting factors, nondimensional
« 5 eccentricity ratio in damper, nondimensional

V* 5 nondimensional rotor speed
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A Framework for Flutter
Clearance of Aeroengine Blades
A framework for flutter operability assessment, based upon a new set of similarity param-
eters, has been developed. This set consists of four parameters which embrace both the
performance characteristics in terms of corrected mass flow and corrected speed, and the
flight condition in terms of inlet temperature and density (or, equivalently, inlet pressure).
It is shown that a combined mass-damping parameter, g/r* , novel in the field of turbo-
machinery aeroelasticity, can summarize the individual effects of mechanical damping, g,
and blade mass ratio,m. A particular selection of four nondimensional parameters, in-
cluding g/r* and a compressible reduced frequency parameter, K* , allows for a decou-
pling of corrected performance effects from purely aeroelastic effects, for a given machine
and a specific modeshape. This view of flutter operability is applied to the analysis of
full-scale engine data. The data exhibits the trend that increasing K* and increasing g/r*
have stabilizing effects, which is consistent with previous work in flutter stability. We
propose that these trends hold generally, and apply the trends towards constructing a
flutter clearance methodology, a test procedure which satisfies the requirements for com-
prehensive flutter stability testing.@DOI: 10.1115/1.1492832#

Introduction
To assure reliability and safety of jet propulsion, the potential

for blade flutter must be eliminated from the turbomachinery
stages. The current predictive models for aeroengine flutter are
typically computationally intensive, and it is difficult to ensure
high fidelity. A contributor to the complexity of this problem is
that there are a large number of relevant physical parameters.

Rig and engine testing are therefore necessary in any engine
development program to ensure that flutter does not occur in the
operational regime. The relevant regime for assessing perfor-
mance~i.e., pressure ratio and efficiency! is typically measured in
terms of corrected mass flow,ṁc , and corrected speed. For a
given machine, these are equivalent to the axial and tangential
blade relative Mach number, respectively. Flutter stability, how-
ever, is not solely described by these variables, but requires other
variables as well. In particular, the flight condition in terms of
inlet temperature and pressure is known to influence flutter stabil-
ity. In the present research, we address the effects upon flutter
stability from the full ~nondimensional! set of parameters which
span the operating space for a given flowpath geometry.

Aeroelastic problems in turbomachines have been studied for
over 50 years. The AGARD Manual on Aeroelasticity~@1#! sum-
marizes the accomplishments in the field through the late 1980s.
Since then there has been considerable further research, particu-
larly in the area of computational flow simulations. More recent
reviews describe the state of understanding through the 1990s
~@2–4#!.

The problem of flight condition effects upon flutter stability was
first identified by Jeffers and Meece@5# in the context of a fan
flutter problem during the development of the F100 engine. While
flutter tests at sea level ambient conditions initially suggested that
the engine would not flutter, later flight and ground tests con-
firmed that changes in inlet temperature and density led to a flutter
problem in the initial design. Further laboratory testing~@6#! cor-
roborated these results on the F100. Such behavior is shown sche-
matically in Fig. 1. A more comprehensive parameter study of the

effects of flight condition was included in experiments on an an-
nular cascade~@7#! which focused upon choke flutter in midstage
compressors. This study also showed temperature effects to be a
significant contributor to stability, but did not find inlet density to
be a significant factor. Using the current results, we propose that
the discrepancy in the density effects between these studies was a
result of differing blade root attachments, as will be explained.

Other publicly available experimental flutter tests~see @8,9#
also in@1#, Chap. 20! varied the performance conditions in terms
of corrected speed,Nc , and corrected mass flow,ṁc , but did not
explore the effects of flight condition. Stargardter showed that the
classical procedure of correlating flutter onset with reduced veloc-
ity, U* , and flow incidence angle was not valid in his tests. Since
Stargardter’s tests were conducted at constant inlet temperature
and density, increases in reduced velocity,U* , resulted in Mach
number increases as well. The classical correlation procedure
could not account for such mixing of Mach number effects and
reduced velocity effects, which underscores the need to account
for all the relevant parameters in assessing aeroengine flutter
stability.

This paper focuses upon developing a rational methodology for
flutter clearance; that is, for determining that flutter does not occur
in the intended operating regime of a given engine. To accomplish
this, we develop a minimal parameter space in terms of similarity
parameters. Further, parameters are selected which separate the
effects of performance point and of flight condition. A set of full-
scale engine test data, provided by the Volvo Corporation, is ana-
lyzed using this new framework. Finally, we describe a flutter
clearance procedure.

Stability Boundary Representation
For flutter clearance, we must assess the flutter stability bound-

ary of a given machine. Srinivasan@4# identifies the following
governing parameters: Mach number,M , flow angle,a, reduced
frequency,k, temperature,T, and density,r. The blade mechani-
cal damping,g, is also a factor. For flutter stability, these six
parameters can be summarized by four similarity parameters. We
propose a set of four that are especially useful for stability bound-
aries. These four are corrected mass flow,ṁc , corrected speed,
Nc , and two new parameters, reduced damping,g/r* , and com-
pressible reduced frequency,K* . Note that the vibrational mode-
shapes are presumed to be specified, and that each relevant mode-
shape should be considered.
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Development of Parameters. The parameter development
begins with the linear stability criterion for single-mode flutter of
a tuned rotor. Note that complications such as mistuning~with a
specified amount and pattern! and nonlinearities will not change
the governing parameters, though they can alter the form of the
stability criterion. We begin with the structural equation~see
Crawley@1#, Chap. 19, or Fo¨rsching@3#! of a specific mode,h, on
blade j ,

1

v0
2 ḧ j1~11 ig !h j5

F j

cm0v0
2 (1)

wherev0 is the modal natural frequency,F is the fluid force,c is
the chord, andm0 is the modal mass. The imaginary damping
term, ig, presumes thath is complex with an imaginary part
phase-lagged by 90 deg from the real part~true for positive
frequencies!.

For a tuned rotor, the use of interblade phase coordinates~@10#!
decouples the fluid forces between blades. For interblade phase,
s j , we use the following model for the fluid forces:

Fs j

c2rU2 5@ l s j
~M ,a,k!#hs j

1h.o.t. (2)

where U is inlet blade-relative velocity,k is the reduced fre-
quency, andl is a nondimensional force coefficient. For the linear
stability criterion, the higher-order terms are neglected. Models
for l s j

are often based upon numerical solutions of unsteady flow
over a cascade and are typically computationally intensive. In
general, such a model includes the Prandtl number, Pr, the Rey-
nolds number, Re, and the Rossby~rotation! number, Ro, as pa-
rameters ~@11#!. For an axial-flow machine, however, Ro is
equivalent to the corrected speed,Nc , which can be deduced from
M and a ~@12#!. Furthermore, Re is typically large enough~i.e.,
.106! for aeroengine applications such that variations do not im-
pact flutter. This view is corroborated by Isomura@13#, whose
vibrating cascade computations were insensitive to Re in this re-
gime. Also, the experiments of Jutras et al.@8#, confirmed that a
geometrically scaled-down version of a front-stage fan~i.e., with
lower Reynolds number! gave the same results in terms of perfor-
mance and flutter as the full size version, demonstrating the Rey-
nolds number insensitivity experimentally. Therefore, we listl as
a function ofM , a, andk alone.

Substituting the expression~2! into the interblade-phase version
of the structural equation,~1!, one obtains a linear, second-order
equation forh. Using a harmonic time-dependence,h5h0eivt,
one obtains the following equation forv:

2S v

v0
D 2 1

r*
1

1

r*
1 i

g

r*
5

1

k2 l s j
~M ,a,k! (3)

wherer* is a fluid inertia parameter,c3r/m0 , which is equivalent
to the traditionally defined mass ratio,m54/pr* . We preferr*
since it highlights the dependence upon inlet density. For linear
stability, Im(v), must be positive for all possible interblade
phases,s j . Taking the imaginary part of~3!, we find the follow-
ing criterion for stability:

g/r* . 1
k2

max
s j

$Im l s j
~M ,a,k!%. (4)

The stability criterion,~4!, demonstrates that the parameter
space is four-dimensional:~g/r* , k, M , a!, and specifically that
the separate physical parameters of damping,g, and fluid inertia,
r* , may be combined into a single parameter for purposes of
stability. We term this new parameter,g/r* , the reduced damp-
ing. Although this combination is novel in the context of turbo-
machinery flutter, it is not an entirely new idea, and has been
applied in bluff-body interactions~@14,15#!. It should be recog-
nized that the vibration-induced fluid force coefficient,l , is inde-
pendent ofg/r* , but still depends onM , a, andk.

Implications of gÕr* . This result has some important impli-
cations to aeroengine flutter. For example, the reduced damping
parameter summarizes the interdependent effects of mass and
damping as discussed in the parametric study of Fo¨rsching@3#.

An estimate of the fluid inertia at sea level isr* ;O(0.01), for
a metal fan blade in bending. The mechanical damping depends
upon whether the vibrating blade rubs against other surfaces,
causing friction. Srinivasan@4,16# estimates that the frictional
damping in bending for inserted metal blades is of orderg
;O(0.01), while material damping alone~i.e., no friction! gives
g;O(0.0001). Thus, with friction,g/r* is of the same order as
the fluid term ~3! and is significant towards assessing stability.
Without friction, g/r* is much smaller than the fluid term, and is
therefore not significant.

This observation helps explain the discrepancy in density ef-
fects between the experiments on the F100 and the annular cas-
cade experiments, as mentioned in the introduction. The F100
engine had the inserted blades with frictional damping, while the
annular cascade had a special root attachment@17# with no rub-
bing or friction. Thus, the presence of density effects upon flutter
stability in the F100, should be expected sinceg/r* ;O(1),
while the absence of density effects in the annular cascade should
also be expected sinceg/r* ;O(0.01) was too small to be rel-
evant in this case. Note that these ‘‘density effects’’~i.e., g/r*
effects! are considered for constantM , a, andk.

Decoupling Performance From Flight Condition. Using
the parameter space developed above, we can fully describe flutter
stability for a given structural mode and flowpath geometry,
throughout its operational regime. Although the above parameters
~M , a, k, andg/r* ! span this space, we find it more convenient
to use another set of four parameters for operability assessment.
First, it is useful to use the corrected mass flow,ṁc and corrected
speed,Nc , which are equivalent to Mach number,M , and flow
angle,a, for a given geometry.

The main reason, however, is to separate the performance ef-
fects from the flight condition effects. Specifying the modal pa-
rameters~which fixesv0! and the flight condition~which fixesT!,
the parametersM and k become linearly proportional, making
their individual effects indistinguishable. To address this, we re-
placek with K* , a parameter which depends only upon the modal
parameters and the flight condition, defined as

K* 5
k

M
5

v0c

AgRT
(5)

Fig. 1 Schematic of performance map with stall flutter bound-
ary. Changes in the thermodynamic conditions can move the
boundary, as shown.

1004 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



whereg is the ratio of specific heats,R is the gas constant, andT
is the temperature. Physically,K* is the ratio between the acoustic
timescale and the oscillation timescale. For constant modal pa-
rameters (m0 ,g,v0), using the parameter set~ṁc , Nc , K* ,
g/r* ! decouples the performance effects from the flight condition.
The first two parameters,~ṁc , Nc!, alone account for the cor-
rected performance, and the latter two, (K* ,g/r* ), alone account
for the flight condition in terms of inlet temperature and density.

In the case of a front stage with an ideal inlet and given modal
parameters,T andr can be expressed in terms of the aircraftflight
Mach number,M f , and altitude,a. Figure 2 shows this relation-
ship for a typical supersonic aircraft~taken from McCormick
@18#!.

UsingK* , the stability criterion~4! can be rewritten as follows:

g/r* . 1
K* 2

max
s j

$Im l s j
8 ~M ,a,K* !% (6)

wherel 8 is the fluid force,F, nondimensionalized bygc2p0 , with
p0 being the inlet static pressure, as compared tol which is non-
dimensionalized with the dynamic pressure. It can be mathemati-
cally proven using the implicit function theorem that for constant
modal parameters,K* , or a function thereof, is the only replace-
ment fork which decouples the performance from the flight con-
dition ~see Khalak@19#!.

Varying Modal Parameters. Sometimes the modal param-
eters vary with operating condition, notably in the case of cen-
trifugal stiffening. To maintain the separation of performance ef-
fects and flight condition effects, the parametersK* and g/r* ,

which were defined for constant modal parameters, should be gen-
eralized. In the case of centrifugal stiffening, for example, we can
generalizeK* using theunrotatingnatural frequency~i.e., at rest!
in the definition ofK* . This retains only the speed-independent
effects of frequency inK* , and maintains the separation of per-
formance from flight condition. Generalizations to other depen-
dencies of the modal parameters should be based on the specific
form of the dependency.

Flutter Boundaries. The four parameters,~ṁc , Nc , K* ,
g/r* !, offer a view of flutter stability which completes the perfor-
mance map view of Fig. 1, in which the flutter boundary moves
with changes in inlet temperature. In general, the flutter boundary
on the performance map can move with changes inK* andg/r* .
A useful diagram is a simultaneous view of the performance map,
of pressure ratio,p r , versus corrected mass flow,ṁc , on a pair of
axes, and aK* -g/r* map on another pair of axes, as shown in
Fig. 3.

In the dual plots of Fig. 3, an3 is drawn on each map to fully
specify the operating point, and the boundary is shown by the
hatched curves. Movement of the operating point,3, on one map
affects the position of the flutter boundary on the other map. For
example, if there is an increase in inlet temperature at constant
corrected performance, the3 moves on theK* -g/r* map, and
the boundary moves on the performance map.

Conversely, for changes in corrected performance, the boundary
on theK* -g/r* map moves. Figure 4 shows this behavior for a
two-dimensional subsonic linearized-unsteady potential flow
model as described in Hall@20# for a cascade in the 10th Standard
Configuration. This model was used to computel 8 in the stability
criterion ~6!, for a fixed inlet flow angle,a, and varying inlet
relative Mach numbers fromM50.4 to M50.7.

The flutter boundary on theK* -g/r* map, for a given perfor-
mance point as in Figs. 3 and 4, is downward sloping. Thus,
increases ing/r* and inK* are stabilizing. That increasingg/r*
is stabilizing can be seen by inspection of the stability criterion,
~6!. IncreasingK* is stabilizing as well, although this trend ulti-
mately has an empirical basis. By similarity, an increase inK*
~for constantg/r* , ṁc , andNc! is equivalent to an increase in the
modal frequency,v0 , whose stabilizing effect is established in
design practice~Chap. 22 of@1#!. Moreover, models in many spe-
cial cases exhibit this tendency, such as those for cascades in
potential flow~@21#!, inviscid cascades with strong shocks~@22#!,

Fig. 2 Flight envelopes for typical supersonic aircraft of flight
Mach number versus altitude „adapted from McCormick †18‡….
The corresponding plot of „K * , g Õr* … is shown, assuming a
front stage with an ideal inlet and constant modal parameters.
The „K * , g Õr* … plot is normalized such that sea level static
conditions are at point D, location „1,1….

Fig. 3 Dual view of performance map and K *Àg Õr* map. Two
simultaneous views depict a point „denoted by the Ã… in rela-
tion to the flutter boundary in the four parameter space, „ṁ c ,
Nc , K * , g Õr* …. Movement of the Ã one one set of axes affects
the flutter boundary location on the other set of axes. A full
description of the operating point requires an Ã on both axes.
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and fully stalled cascades in incompressible flow~@23#!. These
trends inK* andg/r* can be used to assist in data interpretation
and testing.

Application to Full-Scale Engine Tests
The above framework was applied to the interpretation of full

scale engine tests. First, development tests upon an early multi-
mission aircraft engine are discussed, and then a particular case of
fan flutter data, provided by the Volvo Corporation, from full-
scale engine tests is treated in detail.

Figure 5 shows a summary of results from flutter testing on
several fan builds for a multimission aircraft engine. In each case,
the flutter occurred at approximately the same point on the oper-
ating map~at part speed!; therefore, only the data on theK* -g/r*

map is shown. Although the actual flight envelope was not avail-
able, the ‘‘generic’’ supersonic envelope from Fig. 2 is used. Ini-
tial rig testing at SLS~* ! indicated that the engine would be
stable, but engine testing at other flight conditions~cluster ofs’s!
exhibited a flutter. Several minor modifications to the design were
tested~also in the cluster ofs’s!, but none of these increasedK*
enough for stability. The final redesign,3, did significantly in-
creaseK* , and it is clear that the corresponding flight envelope is
completely to the right of the SLS~* ! point. This view shows that
the stable measurements of the SLS rig test were actually consis-
tent with the engine tests at other flight conditions, a point which
was not apparent otherwise.

Volvo Data. The Volvo engine test data of fan flutter in the
second bending mode are rare in the sense that the full four-
dimensional parameter space was explored. For each combination
of parameters, the frequency and magnitude of a stress signal
associated with blade vibrations was recorded. The mechanical
damping,g, was not explicitly measured, but it was known that
there was friction at the root attachment and the part-span shroud.
In the current analysis, it is assumed that the value ofg was
constant, and the subsequent values ofg/r* listed for this data are
normalized relative to the sea-level static condition atg/r* 51.

Due to centrifugal stiffening, the rotating natural frequency,
v rot , differed from the unrotating natural frequency,v rest. In the
computation ofK* , the unrotating frequency,v rest, was used as
described in the previous section, which ensures that flight condi-
tion effects and performance effects remain decoupled. However,
one would expect the oscillation frequency in flutter to bev rot .

To distinguish between stable points and flutter points, both the
frequency and magnitude information was used, since some of the
vibrations were a result of upstream forcing. The median stress
measured in the flutter region was about 45 MPa. The criteria used
to separate the data into stable and flutter data are as follows:

Stress.1 MPa Freq. within 2% ofv rot Category

No - Stable
Yes No Discard
Yes Yes Flutter

The data were sampled at locations on theK* -g/r* map, each
with a cluster spanning a portion of the performance map. Each
cluster did not necessarily contain enough data, alone, to obtain an
accurate estimate of the stability boundary. However, data from
other clusters could be used to generate upper and lower bounds
for stability and thus lead to an accurate boundary. Here, we use
the trend identified in the previous section that increases ing/r*
and inK* are stabilizing.

Figure 6 shows the stability boundary estimate for the cluster,
or ‘‘analysis box,’’ with 0.68,K* ,0.69, and 0.74,g/r*
,0.75. The stability boundary is a polynomial constructed using a
support vector machine~SVM! classification algorithm~see
Khalak @19# for details!. Stable points lie on one side of the
boundary~a lower bound! and unstable points lie on the other
~upper bound!. The lower bound of stable points is formed from
the stable points in the analysis box~* ! and the stable points
~1! from regions of equal or lower stability,K* ,0.69 and
g/r* ,0.75. Conversely, the upper bound of unstable points is
taken from measurements in the box~s! and unstable points~x!
from regions of equal of greater stability, i.e.,K* .0.68 and
g/r* .0.74.

Results of Volvo Data Analysis. The trends in the flutter
boundary with changes inK* andg/r* are shown in Fig. 7(a).
As expected, an increase ing/r* stabilizes the flutter boundary,
moving the flutter region away from the operating region. The
range of movement withg/r* is striking since it spans nearly half
the speedline for a change ing/r* from 0.6 to 1.0. For example,

Fig. 4 Boundaries on K *Àg Õr* map using linearized-
unsteady compressible potential model „Hall †20‡… in 10th Stan-
dard Configuration. The effect of increasing Mach number at
constant „K * , g Õr* … is destabilizing.

Fig. 5 Fan data on K *Àg Õr* map, for early multimission air-
craft. A s indicates a flutter point, while * and Ã are stable
points. The dashed envelope is estimated from the ‘‘generic’’
aircraft shown in Fig. 2, anchored on the sea level static „SLS…

rig tests on the original design, * . The original design „and sev-
eral minor design variations … were unstable at flight conditions
other than SLS, shown in the cluster of s’s. The eventual rede-
sign, corresponding to the solid envelope, was tested to be
stable at all relevant flight conditions, Ã.
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at 83% corrected speed on Fig. 7(a), a change in the reduced
damping,g/r* , from 0.6 to 1 leads to an increase in the pressure
ratio at the boundary of about 15%.

The case of changingK* is shown in Fig. 7(b) for g/r* '1,
for values ofK* from 0.68 to 0.75. Increasing the compressible
reduced frequency,K* , tends to stabilize the boundary, as ex-
pected. The stabilizing effect of increasingK* is prominent at
lower corrected speeds.

In the context of corrected performance, flight condition effects
are reducible to changes in the inlet stagnation pressure. For flut-
ter stability, however, the inlet pressure alone cannot always ac-
count for the flight condition effects. In the case of the supersonic
aircraft of Fig. 2, for example, there are independent variations in
K* and g/r* with flight condition. To demonstrate that flight
condition effects are not merely reducible to inlet pressure effects,
analysis boxes at the same inlet pressure and varying inlet tem-
perature are compared in Fig. 8.

Instead of looking at the flutter boundaries on the performance
map, we can also look at the dual view of the boundary on the
K* -g/r* map. This view is useful since, for given structural
quantities, it is understandable in terms of the flight envelope of
the aircraft powered by the engine, as depicted in Fig. 2.

We consider boundaries on theK* -g/r* map, as shown in Fig.
9, at a constant point on the corrected performance map~ṁc , Nc!,
similar to those depicted in Figs. 3 and 4. For each of the 11
points~j! on theK* -g/r* map, a flutter boundary was estimated
on the performance map. Then, for any given performance map
point, each of the 11 points could be classified as either stable or
unstable depending upon its corresponding boundary location.
The dashed boundaries of Fig. 9 divide the stablej’s from the
unstablej’s for a specific performance map point. In particular,
the dashed boundaries correspond to a corrected speed ofNc
574%, for various critical pressure ratios,pcr .

This series of boundaries gives an indication of the coupled
effects ofK* andg/r* . The boundaries tend to curve downward,
being flatter for lowerK* and lowerg/r* , but steeper for higher
K* and higherg/r* . The curvature in the boundaries indicates
that the sensitivity changes as one moves in the parameter space.
Similar behavior was observed for other values ofNc .

Flutter Clearance
Flutter clearance refers to the testing procedure performed to

ensure that the engine blades will not flutter throughout the in-
tended operating regime. The testing environment for aeroengine
flutter is harsh on the measurement equipment and the machine
being tested, making it important to minimize the required testing
effort.

The design of a flutter test, can be framed in terms of atest
matrix, or a testing schedule, which spans the relevant factors. In
this case, the factors are given by the similarity variables:~ṁc ,
Nc , K* , g/r* !. The requirement for flutter clearance is thatthe
machine must be stable for every combination of parameters,
(ṁc , Nc , K* , g/r* !, that it is designed to encounter. Testing
every permutation of parameters is performed in a so-called ‘‘full
factorial’’ test.

Although this would satisfy the requirement, it is neither prac-
tical nor essential for flutter clearance. Using the concept that
flutter stability increases with increases inK* andg/r* , the test
matrix can be simplified. At a given~K* , g/r* ! location, a stable

Fig. 6 Example of stability boundary, for „0.68ËK *Ë0.69 and
0.74Ëg Õr*Ë0.75…, with s in flutter, and * stable. Data outside
this „K * , g Õr* … analysis box, ¿ points at lower K * and g Õr* ,
and x at higher K * and g Õr* , are used to generate upper and
lower bounds for the stability curve. The dashed lines indicate
the uncertainty in the boundary estimation process.

Fig. 7 Flutter boundaries „a… with constant K *Ä0.705, and
varying g Õr* , and „b… with constant g Õr*É1, and varying K * .
Each boundary corresponds to one of the analysis boxes of the
inset plots. The trend for increasing g Õr* , is stabilizing, as is
the trend for increasing K * .
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measurement also holds for higher values of~K* , g/r* !, and an
unstable measurement is relevant for lower values of~K* , g/r* !.
This principle is outlined in Fig. 10.

Using this trend, we can modify the above stability requirement
in the following manner:for every performance point of opera-
tion, ~ṁc , Nc!, the machine is stable at~min K* , min(g/r* )),
wheremin denotes the minimum value encountered for the given
~ṁc , Nc!. The behavior at this minimum~K* , g/r* ! pair must be
estimated by some reliable means, the most straightforward of
which is to take experimental measurements there.

To illustrate, a flutter clearance example is presented for a su-
personic aircraft, using the Volvo engine data for the stability
characteristics in nondimensional form; however, since different
structural parameters and a different flight envelope is used, the
results are not related to any real case. This fictitious example is
meant only to demonstrate the flutter clearance methodology,
rather than to precisely simulate any specific application.

Example: High Speed Aircraft. We consider a front stage
fan of a high-speed~i.e., supersonic! aircraft with the following

assumptions, for simplicity:~a! the mechanical damping does not
vary significantly during operation,~b! the relevant modeshape
has been identified.

The value ofK* is taken to be 0.8 at sea level static~SLS!
conditions, and the mechanical damping remains unchanged from
the Volvo data. Furthermore, we assume that SLS testing does not
indicate flutter.

The minimal region for clearance on theK* -g/r* map
depends upon the mission requirements, which for a high-speed
aircraft are relatively sophisticated, and are based upon accom-
plishing specific scenarios. For this simplified example, the re-

Fig. 8 Effect of temperature at a constant pressure. A series of
flutter boundaries are shown corresponding the same pressure
„within 2% … and varying temperature. Increasing in tempera-
ture, at constant pressure, destabilizes the flutter boundary,
showing that inlet pressure is not the only relevant flight
condition.

Fig. 9 Family of flutter boundaries on K *Àg Õr* map, for 74%
corrected speed, and various critical pressure ratios, pcr . The
boundary resolution is limited by sampling of „K * , g Õr* … points
„represented by j’s ….

Fig. 10 Schematic of flutter clearance rule on K *Àg Õr* map

Fig. 11 Flight requirements for example in terms of Mach
number versus altitude „a… and region on K *Àg Õr* map „b….
The sea level static condition is assumed to be at „K * ,g Õr* …
Ä„0.8,1…. The critical points, 2 8 and 2 9 are labeled on both
plots.
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quirements are depicted in Fig. 11(a). Minimum required Mach
numbers are specified for low altitude~takeoff and climb!, and for
higher altitudes~cruise and supersonic dash!. There are two criti-
cal points for the purposes of flutter, labeled 28 and 29, respec-
tively. The corresponding region on theK* -g/r* map is shown in
Fig. 11(b). Furthermore, for this simplified example, we require
that the operating line be clear of flutter throughout the entire
specified region of theK* -g/r* map. A more sophisticated ap-
proach might require a desired flutter margin, or limit the range of
the operating line depending upon the values ofK* andg/r* .

It is proposed to test the engine successively at the numbered
points: 1, 2, and 3 on theK* -g/r* map, depicted on Fig. 11(b).
At each point, the engine should be run along the operating line to
check for possible intersections with the flutter boundary. This
type of testing requires the capability to adjust the values ofK*
andg/r* , which may be accomplished by setting the temperature
and the pressure of the inlet flow to achieve the desiredK* and
g/r* . Using the principle shown in Fig. 10, if point 2 is con-
firmed to be clear of flutter, then the entire region in Fig. 11(b) is
clear. However, if a flutter event occurs at point 2, then the mini-
mal region may still be cleared if points 28 and 29 are clear.

The relationship between the flutter boundary and the operating
line, using the Volvo data, is depicted in Fig. 12. By assumption,
point 1 ~the SLS point! does not exhibit flutter. However, point 2
would show a flutter event on the operating line. Further testing at
points 28 and 29, however, would reveal that the operating line is
clear throughout the minimally acceptable range of flight condi-
tions, but that extensions beyond this minimally acceptable range
~e.g., to point 2! can lead to a flutter event.

Summary and Conclusions
A framework for flutter stability was developed for the case of

an axial-flow machine with specified flowpath geometry and a
particular modeshape. Such a framework can be described in
terms of four nondimensional parameters, by combining the me-
chanical damping and the fluid inertia into a single reduced damp-
ing parameter,g/r* , a novel development in the context of tur-
bomachinery flutter. Consideration of the reduced damping

implies that density effects upon flutter are only significant in the
case of significant mechanical damping, usually achieved with
frictional supports.

Besides corrected performance, flight condition in terms of inlet
temperature and density influences flutter stability. In general, the
performance can be described byṁc and Nc , while the flight
condition for given modal parameters corresponds to the similar-
ity parametersK* and g/r* . Increasingg/r* has a stabilizing
effect on flutter, a trend which is based in the analytical form of
the stability criterion. IncreasingK* is also stabilizing, which has
been shown to hold in a variety of idealized cases, but whose
application to aeroengines is ultimately empirical.

The framework was used in the interpretation of full-scale flut-
ter data, showing how one could quantify the trends in a real case.
In particular, the data also exhibited the trend that increasingK*
andg/r* were both stabilizing influences towards flutter. Also, it
was shown that these quantities affect flutter differently, and that
inlet pressure is not the only relevant inlet condition, but rather
that two thermodynamic states~e.g., temperature and density!
must be specified.

Finally, these concepts were applied to the problem of flutter
clearance testing. The basic requirement to confirm that the ma-
chine is stable at every point of operation, can be simplified by
utilizing the trend that increasingK* andg/r* is stabilizing. This
suggests the location of critical points in the required operating
regime for clearance testing.
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Nomenclature

a 5 altitude
c 5 blade chord
g 5 ~non-dimensional! modal mechanical damping

g/r* 5 reduced damping
k 5 classical reduced frequency,cv0 /U
l 5 vibration-induced fluid force coefficient

ṁc 5 corrected mass flow
m0 5 modal mass
p0 5 inlet air pressure
F 5 vibration-induced fluid forces

K* 5 compressible reduced frequency,cv0 /AgRT
M 5 characteristic inlet Mach number

M f 5 aircraft flight Mach number
Nc 5 corrected speed
R 5 gas constant
T 5 inlet air temperature
U 5 characteristic inlet velocity

U* 5 classical reduced velocity, 1/k
a 5 characteristic inlet flow angle
g 5 ratio of specific heats
h 5 nondimensional modal coordinate
v 5 ~complex! vibrational frequency

v0 5 modal frequency
p r 5 pressure ratio

r 5 inlet air density
r* 5 fluid inertia parameter,c3r/m0

References
@1# Sisto, F., and Carta, F. O., eds., 1988,AGARD Manual on Aeroelasticity in

Axial-Flow Turbomachines, 1 and 2, AGARDograph No. 298.
@2# Verdon, J. M., 1993, ‘‘Review of Unsteady Aerodynamic Methods for Turbo-

Fig. 12 Flutter boundaries for clearance example. The tests
are performed at four points: first, at sea level static „point 1 …,
then at point 2, where a flutter occurs on the operating line,
then at points 2 8 and 2 9, which establish that the minimally
acceptable envelope is clear, but is close to a flutter event on
the operating line at point 2.

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 1009

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



machinery Aeroelastic and Aeroacoustic Applications,’’ AIAA J.,31, pp. 235–
250.
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Eigensolutions of Grouped Turbo
Blades Solved by the Generalized
Differential Quadrature Method
The eigenvalue problems of grouped turbo blades were numerically formulated by using
the generalized differential quadrature method (GDQM). Different boundary approaches
accompanying the GDQM to transform the partial differential equations of grouped turbo
blades into a discrete eigenvalue problem are discussed. Effects of the number of sample
points and the different boundary approaches on the accuracy of the calculated natural
frequencies are also studied. Numerical results demonstrated the validity and the effi-
ciency of the GDQM in treating this type of problem.@DOI: 10.1115/1.1492833#

Introduction
With the increasing availability of various numerical methods,

e.g., the finite difference method, the finite element method and
the boundary element method, the static, and dynamic solutions
for many complicated structures have now become achievable.
However, to look for an alternative efficient technique is still of
prime interest. The concept of differential quadrature method
~DQM! was introduced by Bellman et al.@1,2#. In last 20 years,
the DQM had been used extensively to solve a variety of prob-
lems in different fields of science and engineering. The DQM has
been shown to be a powerful contender in solving initial and
boundary value problems and thus has become an alternative to
the existing methods. Chen and Zhong@3# pointed out that the
differential quadrature method is more efficient for nonlinear
problems than the traditional finite element and finite difference
methods. In order to derive the weighting coefficients in a more
explicit way, a generalized differential quadrature method
~GDQM! was proposed by Quan and Chang@4,5# and Shu and
Richards@6#. The GDQM is rather convenient in comparison with
the DQM. In the GDQM, Li and Lam@7# pointed out that there is
no restriction on the distribution and the number of discrete grid
points used in the approximation process and the weighting coef-
ficients are determined by using a simple recurrence relationship
instead of solving a set of linear algebraic equations.

The DQM or the GDQM have been used extensively to solve a
variety of engineering problems. One of the fields among which
one can find extensive applications of DQM is structural mechan-
ics. Bert et al.@8–12# and Han and Liew@13# analyzed static and
free vibration of beams, rectangular and annular plates by using
the DQM. Malik and Bert@14# implemented the DQM multiple
boundary conditions to free vibration of plates. Striz et al.@15#
used the quadrature element method for static analysis. Du et al.
@16# used the GDQM for buckling analysis.

In the design of turbomachinery, the trend is toward higher
efficiency, so complex shape of blade in turbo machinery is un-
avoidable. Due to the complexity of turbo blade shapes, a
pretwisted taper beam has been used to approximate it. The natu-
ral frequencies of a single tapered and pretwisted turbo blade were
calculated by Rao@17,18#, Hodges et al.@19#, Abrate @20#, and
Dawson et al.@21,22# by using the Rayleigh-Ritz method. Gupa
and Rao@23# applied the finite element method for finding the
frequencies of natural vibration of doubly tapered and twisted

beams. Swaminathan and Rao@24# solved the vibrations of a ro-
tating, pretwisted, and tapered blade. Subrathmanyam et al.
@25,26# determined the natural frequencies and the mode shapes of
a uniform pretwisted cantilever blade by using the Reissner
method. Chen and Keer@27# analyzed the transverse vibrations of
a rotating pretwisted Timoshenko beam subjected to an axial load-
ing. Storti and Aboelnaga@28# studied the transverse deflections
of a straight tapered symmetric beam attached to a rotating hub as
a model for the bending vibration of blades in turbomachinery.
Wagner @29# calculated the forced vibration response of sub-
systems with different natural frequencies and damping, attached
to a foundation with finite stiffness or mass. Griffin et al.
@30,31,32# solved dynamic responses of frictionally damped tur-
bine blades. Wagner and Griffin@33,34# analyzed the harmonic
response of grouped blade and flexible disk systems.

To improve the dynamic behavior of a rotating shroud blade
disk, the blades are shrouded and grouped together frequently. The
dynamic characteristics of the grouped blades are of considerable
importance in turbomachinery designs. To analyze the blade group
effect on the dynamic behavior of a turbodisk, periodically
grouped blades are assumed. For simplicity, the tapered pretwisted
beams are used to approximate the blades. In this study, the
GDQM is employed to formulate the corresponding eigenvalue
problems in matrix form. The Chebyshev-Gauss-Lobatto point
distribution on each blade is employed. The integrity and compu-
tational efficiency of the GDQM in this problem will be demon-
strated through a series of case studies. The effect of the number
of sample points on the numerical results is studied. Numerical
results solved from different boundary approaches of the GDQM
are also compared and discussed.

Generalized Differential Quadrature Method „GDQM …

The basic concept of the differential quadrature method is that
the derivative of a function at a given point can be approximated
as a weighted linear sum of the functional values at all of the
sample points in the domain of that variable. Using this approxi-
mation, the differential equation is then reduced into a set of al-
gebraic equations. The number of equations is dependent upon the
selected number of the sample points. As for any polynomial ap-
proach, the accuracy of the solution using in this method may be
improved by increasing the number of sample points. Possible
oscillations in numerical results arising from higher-order polyno-
mials can be avoided by using numerical interpolation methods.

For a functionf (r ), GDQM approximation for themth order
derivative at thei th sample point is given by
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dm

dxm H f ~r 1!

f ~r 2!

]

f ~r N!
J >@Di j

~m!#H f ~r 1!

f ~r 2!

]

f ~r N!
J for i , j 51,2,¯ ,N (1)

in which f (r i) is the functional value at the sample pointr i , and
Di j

(m) are the weighting coefficients ofmth order differentiation
attached to these functional values.

To overcome the numerical ill conditions in determining the
weighting coefficientsDi j

(m) , a Lagrangian interpolation polyno-
mial was introduced by Quan et al.@4,5# and Shu and Richards
@6#, which is

f ~r !5
M ~r !

~r 2r i !M1~r i !
for i 51,2,¯ ,N (2)

where

M ~r !5)
j 51

N

~r 2r j !,

M1~r i !5 )
j 51,j Þ i

N

~r i2r j ! for i 51,2,¯ ,N.

Substituting Eq.~2! into Eq. ~1! leads to

Di j
~1!5

M1~r i !

~r i2r j !M1~r j !
for i , j 51,2,¯ ,N and iÞ j (3)

and

Dii
~1!52 (

j 51,j Þ i

N

Di j
~1! for i 51,2,¯ ,N. (4)

Once the sample points, i.e.,r i for i 51,2,¯ ,N, are selected, the
coefficients of the weighting matrix can be obtained from Eqs.~3!
and~4!. For the second or the higher order derivatives, the weight-
ing coefficients can be obtained by using the following recurrence
relation:

Di j
~m!5mS Dii

~1!2
1

r i2r j
DDi j

~m21! for i , j 51,2,¯ ,N and iÞ j

(5)

and

Dii
~m!52 (

j 51,iÞ j

N

Di j
~m! for i 51,2,¯ ,N. (6)

It should be emphasized that the number of the test functions must
be greater than the highest order of derivative in the governing
equations, i.e.,N.m.

Formulation of the Eigenvalue Problem
The periodic shrouded blade structure as shown in Fig. 1 con-

sists of a rigid hub and a cyclic assembly ofNG grouped blades.
In each blade group, the blade is coupled with the adjacent one
through a shroud. A massless springk is assumed to model the
function of this shroud. Every blade is coupled by a springk to the
adjacent one. In this paper, it is assumed that the cross section of
the blade is symmetric about two principal axes and only the
flexural bending is able to occur. The kinetic energy of thesth
blade, due to the lateral bending vibration@35,36#, is

Ts
e5

1

2 E0

L

rAF S ]us

]t D 2

1S ]vs

]t D 2

1~Vvs!
2Gdr. (7)

Consider the cross-sectional area of the tapered pretwist blade at
position r to be

A~r !5b0t0S 12a
r

L D S 12b
r

L D (8)

wherer is the density of the blade,b0 andt0 denote, respectively,
the breadth and thickness at the root of blade, as shown in Fig. 2,
and

a5
b02b1

b0
; b5

t02t1

t0
(9)

whereb1 andt1 denote, respectively, the breadth and thickness at
the blade tip. The strain energy of thesth blade is

Us
e5

1

2 E0

L

EF I yyS ]us

]r D 2

12I xyS ]us

]r D S ]vs

]r D1I xxS ]vs

]r D 2Gdr

1
1

2 E0

LE
r

L

rAV2~r 1r 0!drF S ]us

]r D 2

1S ]vs

]r D 2Gdr. (10)

In this equation,r 0 is the radius of the hub,V is the rotational
speed,I xx , I yy , and I xy are the moments of area. Consider the
tapered blade to be pretwisted with a uniform twist angleu and
then the moments of area at the positionr can be derived as

I xx5I XX cos2S r

L
u D1I YY sin2S r

L
u D (11)

Fig. 1 Geometry of the grouped turbo blade system

Fig. 2 Geometry of the pretwisted taper beam
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I yy5I XX sin2S r

L
u D1I YY cos2S r

L
u D (12)

I xy5~ I YY2I XX!sinS r

L
u D cosS r

L
u D (13)

whereL is the length of the tapered blade.

I XX5
b0t0

3

12 S 12a
r

L D S 12b
r

L D 3

(14)

I YY5
b0

3t0

12 S 12a
r

L D 3S 12b
r

L D (15)

The total kinetic and strain energies ofNG blade disk are

Te5(
s51

NG

Ts
e and Ue5(

s51

NG

Us
e . (16)

By using the Hamilton principle of motion the equations of mo-
tion of thesth blade can be derived as

E
]2I yy

]r 2

]2us

]r 2 12E
]I yy

]r

]3us

]r 3 1EIyy

]4us

]r 4 1E
]2I xy

]r 2

]2vs

]r 2

12E
]I xy

]r

]3vs

]r 3 1EIxy

]4vs

]r 4 2rV2
]

]r F E
r

L

A~r 1r 0!drG ]us

]r

2rV2F E
r

L

A~r 1r 0!drG ]2us

]r 2 1rA
]2us

]t2 50

for s51,2,¯ ,NG (17)

E
]2I xx

]r 2

]2vs

]r 2 12E
]I xx

]r

]3vs

]r 3 1EIxx

]4vs

]r 4 1E
]2I xy

]r 2

]2us

]r 2

12E
]I xy

]r

]3us

]r 3 1EIxy

]4us

]r 4 2rV2
]

]r F E
r

L

A~r 1r 0!drG ]vs

]r

2rV2Avs2rV2F E
r

L

A~r 1r 0!drG ]2vs

]r 2 1rA
]2vs

]t2 50

for s51,2,¯ ,NG . (18)

The corresponding boundary conditions are

us~0,t !50; vs~0,t !50;
]us~0,t !

]r
50 (19)

]vs~0,t !

]r
50;

]2us~L,t !

]r 2 50;
]2vs~L,t !

]r 2 50 (20)

]3us~L,t !

]r 3 50

and

EIxx

]3vs~L,t !

]r 3 1kvs21~L,t !22kvs~L,t !1kvs11~L,t !50

for s51,2,¯ ,NG . (21)

By employing the differential quadrature method~derived in the
Appendix!, the equations of motion of the grouped blades can be
discreteized in a dimensionless form as

@Ci j #$W̄s~ r̄ j !%5v̄2$W̄s~ r̄ i !% for s51,2,¯ ,NG (22)

where

5
W̄s~ r̄ 1!

W̄s~ r̄ 2!

]

W̄s~ r̄ N!

W̄s~ r̄ N11!

W̄s~ r̄ N12!

]

W̄s~ r̄ 2N!

6 55
Ūs~ r̄ 1!

Ūs~ r̄ 2!

]

Ūs~ r̄ N!

V̄s~ r̄ 1!

V̄s~ r̄ 2!

]

V̄s~ r̄ N!

6 fors51,2,̄ ,NG (23)

Ci j 5
d2 Ī yy~ r̄ !

dr̄2 U
r̄ 5 r̄ i

Di j
~2!12

d Ī yy~ r̄ !

dr̄
U

r̄ 5 r̄ i

Di j
~3!1 Ī yy( r̄ i)Di j

~4!

2V̄2H d

dr̄ F E
r̄

1

Ā~ r̄ !~ r̄ 1 r̄ 0!dr̄G J U
r̄ 5 r̄ i

Di j
~1!2V̄2F E

r̄

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄GU
r̄ 5 r̄ i

Di j
~2! for i

53,4,¯ ,N22

and j 51,2,¯ ,N (24)

and

Ci j 5
d2 Ī xy~ r̄ !

dr̄2 U
r̄ 5 r̄ i

Di , j 2N
~2! 12

d Ī xy~ r̄ !

dr̄
U

r̄ 5 r̄ i

Di , j 2N
~3!

1 Ī xy~ r̄ i !Di , j 2N
~4! for i

53,4,¯ ,N22

and j 5N11,N12,¯ ,2N (25)

Ci j 5
d2 Ī xy~ r̄ !

dr̄2 U
r̄ 5 r̄ i 2N

Di 2N, j
~2! 12

d Ī xy~ r̄ !

dr̄
U

r̄ 5 r̄ i 2N

Di 2N, j
~3!

1 Ī xy~ r̄ i 2N!Di 2N, j
~4! for i 5N13,N14,¯ ,2N22

and j 51,2,¯ ,N (26)

Ci j 5
d2 Ī xx~ r̄ !

dr̄2 U
r̄ 5 r̄ i 2N

Di 2N, j 2N
~2! 12

d Ī xx~ r̄ !

dr̄
U

r̄ 5 r̄ i 2N

Di 2N, j 2N
~3!

1 Ī xx~ r̄ i 2N!Di 2N, j 2N
~4! 2V̄2

d

dr̄ F E
r̄

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄GU
r̄ 5 r̄ i 2N

Di 2N, j 2N
~1! 2V̄2F E

r̄ i 2N

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄GDi 2N, j 2N
~2! for i

Þ j , i 5N13,N14,¯ ,

2N22 and j 5N11,N12,¯ ,2N (27)
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Cii 5
d2 Ī xx~ r̄ !

dr̄
U

r̄ 5 r̄ i 2N

Di 2N,i 2N
~2! 12

d Ī xx~ r̄ !

dr̄
U

r̄ 5 r̄ i 2N

Di 2N,i 2N
~3!

1 Ī xx~ r̄ i 2N!Di 2N,i 2N
~4! 2V̄2Ā~ r̄ i 2N!2V̄2H d

dr̄ F E
r̄

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄G J U
r̄ 5 r̄ i 2N

Di 2N,i 2N
~1! 2V̄2F E

r̄ i 2N

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄GDi 2N,i 2N
~2! for i 5N13,N14,¯ ,2N22. (28)

The boundary conditions of a clamped-free blade at the root can
be rearranged into the matrix form as

F 1 0 0 ¯ 0 0

D11
~1! D12

~1! D13
~1!

¯ D1,N21
~1! D1,N

~1! G $Ūx~ r̄ j !%

5 H0
0J for j 51,2,¯ ,N and s51,2,¯ ,NG (29)

F 1 0 0 ¯ 0 0

D11
~1! D12

~1! D13
~1!

¯ D1,N21
~1! D1,N

~1! G $V̄s~ r̄ j !%

5 H0
0J for j 51,2,¯ ,N and s51,2,¯ ,NG .

(30)

The boundary conditions at the free end are

FDN,1
~2! DN,2

~2! DN,3
~2!

¯ DN,N21
~2! DN,N

~2!

DN,1
~2! DN,2

~2! DN,3
~2!

¯ DN,N21
~2! DN,N

~2! G H Ūs~ r̄ j !

V̄s~ r̄ j !
J

5 H0
0J for j 51,2,¯ ,N and s51,2,¯ ,NG (31)

@DN,1
~3! DN,2

~3! DN,3
~3!

¯ DN,N21
~3! DN,N

~3! #$Ūs~ r̄ j !%50

for j 51,2,¯ ,N and s51,2,¯ ,NG (32)

@DN,1
~3! DN,2

~3! DN,3
~3!

¯ DN,N21
~3! DN,N

~3! #$V̄s~ r̄ j !%1@ k̄#$V̄s21~ r̄ N!%

22@ k̄#$V̄s~ r̄ N!%1@ k̄#$V̄s11~ r̄ N!%50

for j 51,2,¯ ,N and s51,2,¯ ,NG . (33)

From above equations, an eigenvalue problem can be derived as

FKbb Kbi

Kib Kii
G H W̄b

W̄i
J 5v̄2F0 0

0 I
G H W̄b

W̄i
J (34)

where$W̄b% and$W̄i% are the dimensionless displacements at the
boundary and the interior degrees-of-freedom, respectively. Equa-
tion ~34! can be rearranged into a reduced eigenproblem

@K#$W̄i%5v̄2$W̄i% (35)

with

@K#5@Kii 2Kib•Kbb
21

•Kbi#. (36)

Generally, the matrix@Kbb# is not singular.

Choice of the Sample Points
The selection of sample points always played an important role

~@37,38#! in the solution accuracy of the DQM. For a structural
problem, the most convenient method is to peak up the sample
points in an equal space sample point distribution~@39#!. How-
ever, some very poor accuracy results were obtained by using this
equally spaced distribution. An unequally spaced sample point
distribution, i.e., Chebyshev-Gauss-Lobatto distribution~@9#!, has
been used to improve the calculation accuracy. For convenience,
the d-interval method~@10,39#! has been used frequently to deal
with the multiple boundary conditions in the beam and the plate
problems. However, the selection of the value ofd plays a signifi-
cant role in the accuracy of the solutions of DQM equations. In
this paper, we just give up thisd-interval method and deal with the
boundary conditions directly on the boundary points. By using the
Chebyshev-Gauss-Lobatto points distribution, the unequally
spaced inner points of each blade are distributed as

r̄ i5
1

2 F12cos
~ i 21!p

N21 G for i 52,3,¯ ,N21. (37)

The boundary points of the clamped-free blades are defined as

r̄ 150; r̄ N51 (38)

where r̄ i5r i /L.

Results and Discussion
A model of the bladed disk with a rigid hub attached to 60

uniform blades is assembled. The shroud ring segments on the
blade tips couple the blades. There are six uniform blades in a
group. The feasibility of GDQM for the grouped blades was stud-
ied first. The effect of the number of sample points on the solution
accuracy was studied. The results solved by the GDQM formula-
tion proposed in this paper and those solved by using the
d-interval were also compared. Table 1 lists the percentage differ-
ences of the calculated lowest natural frequencies of the stationary
grouped blades system with the results solved from the Galerkin
method ~@40#!. The parameters of the blades are:r̄ 050.5, k̄
50.1, a5b50.0, u50 deg, andV̄50.0. Different number of
sample points for each blade, i.e., 7, 8, 9, 10, 11, 13, 15, 16, 17,
18, and 20, were selected for accuracy analysis. Results indicated
that the lowest natural frequencies calculated by using the pro-
posed GDQM formulation with different sample points all agree
very well with the results solved by using Galerkin method. How-
ever, the frequencies solved by using the traditional DQM with
the d-interval boundary conditions are dependent upon the se-

Table 1 Percentage differences of the calculated lowest natural frequency v̄ l with different number of sample points

Percentage Difference* ~%!

Methods

Number of Sample Points

7 8 9 10 11 13 15 16 17 18 20

d-Interval
Method

d51022 1.82 2.07 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.05 2.04
d51024 20.19 0.02 0.00 2.04 2.04 2.04 2.04 0.00 0.00 2.04 0.02
d51025 5.54 0.00 3.27 5.34 0.59 6.88 8.70 5.60 224.51 0.31 2.04
d51026 396.8 291.2 308.6 355.9 364.1 344.4 320.6 429.0 355.1 320.6 322.7

Proposed GDQM 20.85 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

* SDifference~%!5
GDQM2Kuang et al. @40#

Kuang et al. @40#
3100%D
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lected value of thed-interval and the number of sample points.
The noticeable differences, i.e., 291% to 429%, were calculated as
the d-interval was not selected properly. A value ofd51026

might introduce the ill condition in computation in this case.
However, there is no this kind of difficulty in the proposed
GDQM because nod is required in the formulation. A comparison
between the required calculating time for the GDQM and the
Galerkin method indicated that a 40 percent computation cost re-
duction can be achieved for the case with seven sample points.

Figure 3 shows the variation of the calculated lowest natural
frequencies of a rotating turbodisk with different number of sam-
pling points. The nondimensional parameters of the rotating disk
system are:b̄050.1, t̄ 050.02, r̄ 050.2, k̄50.1, andV̄51.5. The
taper anglesa andb are assumed to be 0.5, the total twist angleu
is 45 deg. Similarly, results of this rotating pretwisted taper-blade
system are sensitive to the value of the selectedd-interval and the
number of sample points. Figure 4 shows the effect of the rotation
speed on the calculated lowest natural frequencies of a taper-blade
disk with different pretwist angles. The dimension parameters of
the blade areb̄050.1, t̄ 050.02, r̄ 050.2, k̄50.1, and a5b
50.5. Numerical results indicate that the calculated lowest natural
frequencies were increased as the rotation speed is increased. A

higher natural frequency was calculated for the grouped blades
system with a larger total pretwist angle. Figure 5 shows the effect
of the shroud stiffnessk̄ on the natural frequencies of the grouped
blades system. The parameters of the pretwisted turbodisk system
are: b̄050.1, t̄ 050.02, r̄ 050.2, a5b50.5, u545 deg, andV̄
50.0. Results show that a strong shroud may increase the natural
frequencies of a grouped turboblade system significantly.

Generally, results calculated from the proposed GDQM formu-
lation have the satisfactory accuracy and the solution accuracy is
not so sensitive to the number of sample points. In previous cases,
nine sample points for each blade can provide a convergent cal-
culated result.

Concluding Remarks
In this work, a GDQM formulation on the eigenvalue problem

of a turbodisk with grouped pretwist-tapered blades is provided.
Results calculated for the stationary and rotating cases indicate
that the GDQM is valid for solving such a complicate engineering
problem without using a large number of degrees-of-freedom. In
the proposed formulation, the multiple boundary conditions are
directly applied on the boundary points and thus there is no need

Fig. 3 The calculated lowest natural frequencies of a grouped turbo blade disk with a
rotating speed of V̄Ä1.5

Fig. 4 The lowest natural frequencies „v̄1… of the rotating turbo disk with dif-
ferent pretwist angles

Journal of Engineering for Gas Turbines and Power OCTOBER 2002, Vol. 124 Õ 1015

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to select a nearby point as thed-interval method does. In other
words, the accuracy of the calculated results will be independent
of the value ofd-interval. This approach is convenient for solving
problems governed by the fourth or higher-order differential equa-
tions. The accuracy of the calculated natural frequencies can be
improved significantly by employing the Chebyshev-Gauss-
Lobatto sample point equation. Besides this problem there are
numerous other applications those can be modeled by using the
GDQM. This method still offers a rich source of interesting the
boundary value problems to be solved. The simplicity of the for-
mulation makes it a good candidate for modeling more compli-
cated applications.
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Nomenclature

A 5 cross-section area of the blade
Ā 5 dimensionless cross-section area of the blade

b0 5 width at the blade root
b1 5 width at the blade tip

Di j
(m) 5 weighting coefficient of themth order differen-

tiation
E 5 Young’s modulus

I xx , I yy , I xy 5 moment of inertia
k 5 shroud stiffness
k̄ 5 dimensionless shroud stiffness
L 5 length of the tapered blade
N 5 number of sample points

NG 5 total number of blades
r 0 5 outer diameter of disk
t0 5 thickness at the blade root
t1 5 thickness at the blade tip
Ts

e 5 kinetic energy of thesth blade
us , vs 5 elastic deflections of thesth blade

Ūs , V̄s 5 dimensionless deflections of thesth blade
Us

e 5 strain energy of thesth blade
a, b 5 taper ratio

u 5 twist angle
r 5 density of the blade
v 5 natural frequency
v̄ 5 dimensionless natural frequency

V 5 rotating speed
V̄ 5 dimensionless rotating speed

Appendix
Consider the displacements to be of the form

us~r ,t !5Us~r !exp~ ivt ! for s51,2,¯ ,NG (A1)

vs~r ,t !5Vs~r !exp~ ivt ! for s51,2,¯ ,NG . (A2)

Equations~17! and ~18! can be simplified to

E
d2I yy

dr2

d2Us

dr2 12E
dIyy

dr

d3Us

dr3 1EIyy

d4Us

dr4 1E
d2I xy

dr2

d2Vs

dr2

12E
dIxy

dr

d3Vs

dr3 1EIxy

d4Vs

dr4 2rV2
d

dr F E
r

L

A~r

1r 0!drG dUs

dr
2rV2F E

r

L

A~r 1r 0!drG d2Us

dr2

5v2rAUs for s51,2,¯ ,NG (A3)

E
d2I xx

dr2

d2Vs

dr2 12E
dIxx

dr

d3Vs

dr3 1EIxx

d4Vs

dr4 1E
d2I xy

dr2

d2Us

dr2

12E
dIxy

dr

d3Us

dr3 1EIxy

d4Us

dr4 2rV2AVs2rV2
d

dr F E
r

L

A~r

1r 0!drG dVs

dr
2rV2F E

r

L

A~r 1r 0!drG d2Vs

dr2

5v2rAVs for s51,2,¯ ,NG . (A4)

For simplicity, Eqs.~A3! and~A4! can be rewritten in dimension-
less forms as

d2 Ī yy~ r̄ !

dr̄2

d2Ūs

dr̄2 22
d Ī yy~ r̄ !

dr̄

d3Ūs

dr̄3 1 Ī yy~ r̄ !
d4Ūs

dr̄4 1
d2 Ī xy~ r̄ !

dr̄2

d2V̄s

dr̄2

12
d Ī xy~ r̄ !

dr̄

d3V̄s

dr̄3 1 Ī xy~ r̄ !
d4V̄s

dr̄4 2V̄2
d

dr̄ F E
r̄

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄G dŪs

dr̄
2V̄2F E

r̄

1

Ā~ r̄ !~ r̄ 1 r̄ 0!dr̄G d2Ūs

dr̄2

5v̄2Ūs for s51,2,¯ ,NG (A5)

d2 Ī xx~ r̄ !

dr̄2

d2V̄s

dr̄2 12
d Ī xx~ r̄ !

dr̄
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dr̄4 1
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dr̄

12
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dr̄

d3Ūs

dr̄3 1 Ī xy~ r̄ !
d4Ūs

dr̄4 2V̄2Ā~ r̄ !V̄s

2V̄2
d

dr̄ F E
r̄

1

Ā~ r̄ !~ r̄ 1 r̄ 0!dr̄G dV̄s

dr̄
2V̄2F E

r̄

1

Ā~ r̄ !~ r̄

1 r̄ 0!dr̄G d2V̄s

dr̄2 5v̄2V̄s for s51,2,¯ ,NG (A6)

with

r̄ 5
r

L
; r̄ 05

r 0

L
; Ī xx~ r̄ !5

I xx

I o
and I o5

b0t0
3

12
(A7)

Ī yy~ r̄ !5
I yy

I o
; Ī xy~ r̄ !5

I xy

I o
(A8)

Fig. 5 The calculated natural frequencies of the grouped turbo
disk with different shroud stiffness k̄

1016 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ā~ r̄ !5
A

A0
and A05b0t0 (A9)

Ūs5
Us

L
and V̄s5

Vs

L
for s51,2,¯ ,NG (A10)

v̄5vArA0L4

EIo
and V̄5VArA0L4

EIo
. (A11)

The corresponding nondimensional boundary conditions are

Ūs~0!50 and V̄s~0!50 for s51,2,¯ ,NG (A12)

dŪs~0!

dr̄
50 and

dV̄s~0!

dr̄
50 for s51,2,¯ ,NG (A13)

d2Ūs~1!

dr̄2 50 and
d2V̄s~1!

dr̄2 50 for s51,2,¯ ,NG

(A14)

d3Ūs~1!

dr̄3 50 for s51,2,¯ ,NG (A15)

and

d3V̄s~1!

dr̄3 1 k̄V̄s21~1!22k̄V̄s~1!1 k̄V̄s11~1!50

for s51,2,¯ ,NG . (A158)

The dimensionless shroud stiffness isk̄5kL3/EI. Substituting Eq.
~1! into Eqs.~A5! ~A6!, the differential equations can be derived
as

@Ci j #$W̄s~ r̄ j !%5v̄2$W̄s~ r̄ i !% for s51,2,¯ ,NG . (A16)
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Friction Damping of Interlocked
Vane Segments: Experimental
Results
Experimental methods and results of the stator bladed segment of an aircraft engine are
presented. Investigation concerns the energy dissipation due to friction between contact
surfaces of adjacent segments. The influence of the force normal to the contact surface
(due to interference between adjacent segments) on friction damping is shown. Moreover,
the experiments show the nature of friction at contact surfaces. The parameters of a
contact model to be used in a numerical analysis have been identified from the experi-
ments. @DOI: 10.1115/1.1494097#

Introduction
The present paper deals with a six-vanes segment of a low-

pressure stage of an aircraft engine~@1#!. As shown in Fig. 1 the
vanes are grouped in segments and they are connected at their
ends by the ‘‘outer platform’’~external stator radius! and by the
‘‘inner platform’’ ~internal stator radius!. The outer platform of
each segment is fixed to the engine casing, the inner platform is in
contact ~on surfaces normal to the turbine axis! with the inner
platforms of the two neighboring segments. A normal force is
applied on these contact surfaces by means of an elastic pre-
deformation of the segment~pre-twist!. During operation the rela-
tive slipping of the surfaces generates the friction that is used to
reduce the vibrations. Slipping takes place mainly in the hoop
direction. In the present paper the experimental tests performed on
an ad hoc designed~@1#! experimental setup will be illustrated.

The performed measurements have two main scopes:

• to investigate the quantity of energy dissipated for friction
and its relation with the force normal to the contact surface;

• to identify the contact behavior in order to find out an em-
pirical contact model to be used in the numerical analysis
with HBM ~@2#! ~harmonic balance method!.

Interpretation and treatment of experimental data to find out an
empirical contact model has been attempted in two parallel ways:
determination of the physical parameters of the contact model
~contact stiffness and friction coefficient! and direct determination
of the contact quantities required by a numerical model solved by
HBM.

Experimental Setup
The test rig~Fig. 2!, designed to hold the segment and trans-

ducers, has been deeply described in paper~@1#!. The outer plat-
form of the segment is clamped to an aluminum frame, the inner
platform is in contact through the two contact surfaces with two
instrumented supports mounted on a pivoting cradle. The rotation
of the cradle induces a twist to the segment and, as a consequence,
a normal force on the contact surfaces.

As in normal operating condition, the segments are twisted and
a normal force is applied on the contact surfaces of neighboring
segments. The sum of displacements of the two ends of the lower

platform after twisting is defined ‘‘interlocking’’ ~@1#!. Different
‘‘ interlocking’’ values correspond to different normal contact sur-
face values.

Contact Force. The contact forces are determined by the two
supports instrumented with strain gages. A picture of a support is
shown in Fig. 3. As described in~@1#! the support acts as a bend-
ing transducer~SGF strain gages! to detect the force normal to the
contact~z or engine axial direction! and as a traction transducer
~SGT strain gages! to detect the force tangential to the contact
surface~x or engine circumferential direction!. The contact sur-
face of the support has curvature radius 2.5 mm and length 30
mm. The segment contact surface is plane. Technical data of these
transducersobtained after static calibration~@1#! are listed in
Table 1.

Contact Displacements. Instruments and methods of mea-
surement of relative displacement of the contact surfaces have
been changed respect to the previous set up~@1#! ~mainly by
elimination of the laser device!. In the new set up~Fig. 4! two
accelerometers~B and B8! are glued on the platform near the
contact surfaces, and two accelerometers~A and A8! are glued on
the supports. The displacements are obtained by integrating twice
the signals from accelerometers. The relative displacement of the
contact surfaces is obtained as difference of integrated signals
from A–B and A8–B8.

The accelerometer have been accurately calibrated: the pairs of
accelerometers A and B and A8 and B8 mounted back to back are
mounted as close as possible on a shaker head. A range of fre-
quency up to 3000 Hz has been explored. After this calibration the
error on the relative displacements~A–B and A8–B8! has been
estimated<2 percent of the absolute displacements~B and B8!.

Dynamic Force Calibration. The measurement of the tan-
gential force by the strain gages is influenced by the dynamic of
the system. An example is shown in Fig. 5, a normal contact force
is imposed at 24 N, the segment is excited at the first resonance
frequency ~212.5 Hz!. The tangential force determined by the
strain gages through the static calibration is the light curve of Fig.
5. Components with frequency higher than excitation are due to
the nonlinear behavior of the contact. A correction has been ap-
plied to keep into account this dynamic effects as it will be shown.

With
A: coeff. from static calibration
e(t): signal from SGT
f (t)static: contact tangential force

f ~ t !static5A•e~ t ! Fstatic~v!5FFT~ f ~ t !static!

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
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F~v!dyn5Fstatic~v!•F12S v

vn
D 2

12i zS v

vn
D G if S v

vn
D<1

F~v!dyn50 if S v

vn
D.1

f ~ t !dyn5AFFT~F~v!dyn!

wherevn51575 Hz: resonance frequency of the support~x direc-
tion! ~@1#!, the value of damping ratio of the support has been
assumedj51023.

The force obtained after this dynamic calibration is the thick
line in Fig. 5: Self-excited components at high frequency are
eliminated.

Plan of Experiments
A sketch of the experimental set up is shown in Fig. 6.
The dynamic tests have been performed for different values of

contact normal force and excitation force.
Contact normal force. At design, the value of the contact force

deriving from a given interlocking is calculated numerically~Nas-
tran finite element method model of the segment!. In the experi-

ments, the desired contact normal force~equal for both the sup-
ports! is applied by rotating the cradle carrying the supports and
measured through the strain gages SGF. The cradle is locked when
the desired contact normal force is obtained.

The tested values of contact normal force correspond to inter-
locking values that can be imposed to the segment on the engine.
The nominal interlocking normally used for the engine in service
nom.50.4 mm corresponds to a contact force of 97 N. Interlock-
ing values lower than nom./4 have not been tested since they are
not to be used, mainly to be well away from loss of contact and
consequently ‘chattering’ of the contact surfaces.

Excitation force. The segment is excited by a shaker through a
stinger as shown in Fig. 6. Excitation near the fixed platform has

Fig. 1 Stator segment contact surfaces

Fig. 2 Test rig image

Fig. 3 Picture of a support instrumented with strain gages

Table 1 Technical data of supports „force transducers …

Fig. 4 Position of the accelerometers near the contact
surfaces
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been chosen in order to keep the excitation force almost constant
during the test. Excitation ‘force drop out’ would have happened
with the shaker positioned near the lower platform due to the
greatest displacement of the excitation point. As shown in Fig. 6
an accelerometer~E! is placed aligned with the load cell on the
other side of the vane, in order to detect~after integration! the
displacement in the excitation point. The different values of excit-
ing force imposed for different interlocking configurations are
listed in Table 2.

Experimental Procedure. An interlocking value is imposed.
The desired excitation force is applied~measured by the load cell!
at 100 Hz. A ‘‘sweep’’ is performed between 100 and 300 Hz in
order to identify the position of the first resonance peak~displace-
ment mainly in hoop direction! ~@1#!.

Different numbers of frequency values~10 to 20, equally
spaced! depending on the peak form are selected around the reso-
nant peak.

The system is excited by a sinusoidal signal for each frequency
value, the signals from the transducers~strain gages, accelerom-
eters, and load cell! are acquired after a time long enough for the
transient to expire~3 s!. It has been verified that the amplitude of

the excitation force for the frequency range in which measure-
ments are performed varies of about 5 percent. The acquisition
system is DIFA DSA220.

For each given interlocking value the procedure is repeated for
the excitation values of Table 2.

Repeatability of the measurements has been checked by run-
ning a further full set of acquisitions at nominal interlocking
~nom.!, after having disassembled the experimental device.

Frequency Sweep: System Receptance.For the different in-
terlocking values and fixed excitation force (80 Npk) the recep-
tance of the system obtained from signals of the accelerometer B8
and the load cell~Fig. 6! are shown in Fig. 7. As it could be
expected, by increasing the interlocking value the segment is more
constrained~higher friction force is applied! as a consequence the
first resonance frequency increases. Moreover, it can be immedi-
ately seen that the receptance drastically decreases with the de-
crease of interlocking value. This damping is due to the friction
that is generated at the contact surfaces.

Integration of measured contact tangential force versus relative
displacement gives the energy dissipated for friction.

Friction Dissipated Energy. In Fig. 8 the tangential contact
force is plotted versus the relative displacement for right~light
curves! and left~dark curves! support, in resonance condition for
the listed interlocking and excitation force values. The area of the
cycles is the dissipated energy for friction.

At fixed interlocking value~columns of Fig 8! the slipping dis-
placement increases with increment of excitation. For the case of
excitation force equal to 80 Npk these results are summarized in
Fig. 9. The total dissipated energy has been calculated as the sum
of areas of hysteresis cycle of support right and support left. The
input energy has been calculated from the integration of force
~from load cell of Fig. 6! versus displacement of the point of force
application. The ratio of dissipated energy and total energy is
plotted in Fig. 9 versus the excitation frequency for the different
interlocking values. At resonance condition the ratio is at maxi-
mum for the lowest interlocking value~nom./4!, as it can be no-
ticed, in fact, in this case, at the resonant condition almost 80
percent of the input energy is dissipated by friction.

Friction Model
The aim is to obtain an empirical contact model from these

experimental data to be used for the numerical calculation of seg-
ments with friction contacts.

The definition of an empirical contact model is made difficult
by the fact that the contact behavior changes with different inter-
locking conditions. In fact, as it is shown in Figs. 8, 10, and 11,

Fig. 5 Tangential contact force „determined through static and
dynamic calibration …

Fig. 6 Experimental setup

Table 2 Plan of experiments: excitation force values „sinu-
soidal force amplitude … for different interlocking configurations

Fig. 7 Receptance of the system for different interlocking val-
ues. Excitation force 80 N pk.
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the shape of the cycles changes from almost Coulomb law of
gross slip (i 5n/4) to a behavior of partial slip or microslip~interl.
52•nom.! in the same range of displacement amplitude~'10
mm! ~@3–5#!. Moreover, for the same interlocking value, the con-
tact behavior can change since the contact is not a point contact
but a linear contact~the experimental setup reproduces the geom-
etry ‘‘as designed’’ for the real case!: Differences of position of
contact of the support surface relative to the segment surface can
change the contact behavior. This is confirmed by the differences
of friction behavior between the left and right support for the
same interlocking value. The approach to the modeling of the
contact goes along two different lines of thought:

• determination of the physical parameters~contact stiffness
and friction coefficient!, in order to allow reconstruction of

the cycle at known displacements and interlocking force.
Fourier representation for HBM will numerically follow.

• direct determination of the factors for the HBM force/
displacement ellipse at the contact, as a function of displace-
ment and interlocking force.

Determination of Contact Parameters

Contact Stiffness. The ‘‘contact stiffness’’ is defined as the
tangent to the friction cycle when the relative motion inverts di-
rection as shown in Fig. 12. The contact stiffness can be deter-
mined for each cycles of Fig. 8 from the measurement of contact
tangential force through SGT strain gages and from the measure-
ment of relative displacement through accelerometers.

The stiffness values are obtained by interpolation of the por-
tions~linear! of cycle where inversion of motions takes place. The

Fig. 8 Tangential contact force „N… „hoop direction … versus relative displacement „mm… for different interlock-
ing and excitation values, resonance condition. Light line: right support, dark line: left support.

Fig. 9 Ratio of dissipated energy for friction and input energy
versus frequency for different interlocking values. Excitation
force 80 N pk.

Fig. 10 Hysteresis cycles in resonant condition for different
interlocking values. Excitation force 80 N pk.
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values of the contact stiffness for cycles around resonance are
listed in Table 3. Considering the possible sources of errors in the
measurement of displacement~accelerometers linearity, sensibility
variation with frequency, transversal sensibility, and misalignment
errors in accelerometers mounting!, it has been estimated that, in
the worst case, the values ofkc

M ~measured contact stiffness! listed
in Table 3 are inside the error interval: 0.7•kc

M41.6•kc
M .

From the values of Table 3 the following considerations can be
drawn:

• the values are of the order of magnitude of 10 N/mm.
• left support shows values of stiffness on average double than

right support.
• it is not evident a trend of the contact stiffness with the in-

terlocking, the stiffness for interlocking nom. is higher than
for interlocking 2•nom., the repetition of the experiment for
interlocking nom. has confirmed this high value of stiffness.

In order to evaluate the meaning of the measured ‘‘contact stiff-

ness’’ of Table 3 the support and platform around the contact zone
has been modeled by means of masses and springs~Fig. 13!. This
clearly shows that:

• the force determined through the strain gages SGT~after
static and dynamic calibration! is the tangential force in the
contact since the springs are in series;

• the relative displacement a1–a2 is the sum of displacement
due to deformation ofkhs , displacement due to contact slip-
ping and displacement due to deformation ofkc , assuming
that the deformation ofkp is negligible.

The value ofkhs5100 N/mm has been calculated from a finite
element method~Nastran! of the support. According to the model
of Fig. 13, the measured ‘‘contact stiffness’’ is the series of the
stiffnesskc andkhs . If only static calibration had been performed,
the force determined through SGT would have been different from
the contact tangential force because of the massms . Through
dynamic calibration the effect of the massms is kept into account
~but still neglecting the force components with frequencies greater
thanvn ; see the section Dynamic Force Calibration!. The values
of measured ‘‘contact stiffness’’ (kc

M) listed in Table 3 are one
order of magnitude smaller thankhs . Therefore it can be assumed
that kc

M'kc .

Friction Coefficients. Figure 11 shows the ratio of tangential
and normal contact force for different interlocking values, for the
same excitation force (80 Npk).

For the cycles with a more bilinear hysteresis shape, the linear
parts where gross slip occurs give the value of the friction coef-
ficient as sketched in Fig. 14. These lines of gross slip are not

Fig. 11 Ratio of tangential force and normal contact force for
different interlocking values. Support left. Resonance condi-
tion. Excitation frequency 80 Npk.

Fig. 12 Contact stiffness

Table 3 k c
M : measured contact stiffness „NÕm… for right and

left support. Excitation force 80 Npk.

Fig. 13 Model with mass and stiffness in the measurement
area

Fig. 14 Linear behavior of gross slip
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horizontal, as it could be expected by a Coulomb friction; instead
friction coefficient varies with relative displacement. From this
observation the law assumed for the friction coefficient ism
5m01m1•du ~Fig. 14!.

For a fixed excitation force (80 Npk) and different interlocking
values the values ofm0 andm1 for cycles around resonance have
been calculated; the selected cycles are those where portions of
gross slip occur. The parametersm0 andm1 have been calculated
both for the portion of cycles with increasing displacement and
decreasing displacement. The mean values and standard devia-
tions ofm0 andm1 ~on cycles around resonance! obtained for each
interlocking condition have been listed in Table 4. For the case
interl.52•nom., m0 and m1 cannot be calculated since all the
cycles show a behavior where only microslip is present~no gross
slip! as evident in Fig. 8. From the values of Table 4 the following
observations can be drawn:

• the values of coefficientsm0 and m1 show a high scatter;
there is no evidence of a trend of these friction parameters with
interlocking;

• for the same value of interlocking there is a difference in the
mean value ofm0 for support left and right~see the case of
nom./4, right 0.42, left 0.14!;

• for the same value of interlocking and same support, the stan-
dard deviation ofm0 can be of the same order of magnitude of the
mean value~see the case nom. bism0 mean50.13, m0 st. dev.
50.12!;

• for the caseinterlocking nom./right supportm0 andm1 have
not been determined since the cycles obtained did not show gross
slip behavior~see Fig. 6, row 4 column 3 right support!; during
the repetition at interlocking nom.~after disassembly and assem-
bly of the segment on the rig! gross slip took place andm0 andm1
could then be determined;

• by comparison of the casesinterlocking nom./left supportand
its repeated nom., it can be noticed that the mean value ofm0 and
m1 in the repetition test have changed, in particular the mean
value ofm1 is three times higher;

• standard deviation increases with interlocking. That is with
lower normal forces friction tends to a more stable gross slip
behavior, accordingly with friction measurements found in litera-
ture ~@3,4#!.

Figure 15 shows that when two cycles are detected for the same
excitations force and the same interlocking value for two frequen-
cies corresponding to the same level of receptance amplitude~the
frequency has been changed without stopping the test!, the rela-
tive displacement is the same but the friction coefficientm0 varies
of almost 20 percent.

It can be concluded that while the contact stiffness can be de-
termined at least as an order of magnitude, the friction coefficients
m0 andm1 show an uncontrolled scatter.

It is suspected that the scatter may be due to:

• friction behavior in mixed slip regime~@3#!;
• lack of reproducibility of contact condition, since the contact

is not a point contact but a linear contact;
• wear.

The conclusion is that even in accurately controlled conditions,
this approach was not successful, even though it gave at least
orders of magnitudes of parameters. Perhaps a more complete and
refined contact model could explain this behavior~@6,7#!.

Fourier Expansion
The numerical model of segments with friction contact will be

solved by means of HBM. This method implies the Fourier ex-
pansion of the tangential contact force. As in the majority of work
in the literature~@8–13#!, the truncation to the first harmonic term
is adopted.

In view of the future numerical calculation the experimental
tangential contact force and the relative tangential displacement
have been expanded in Fourier series and truncated at the first
harmonic order. This calculation has been performed for each set
of experimental measurements~Table 2!. As an example, in Fig.
16 it is shown that the approximation of the hysteresis cycles with
the ellipses are derived by the amplitude of force and displace-
ment expanded in Fourier series and truncated at the first term.

In Figs. 17 and 18 the coefficients of tangential force are plotted
versus the amplitude of relative displacement for different inter-
locking values for the case of left support. In the graphs the values

Table 4 Friction coefficients m0 and m1 for right and left sup-
port. Excitation force 80 Npk.

Fig. 15 Ratio of tangential force and normal contact force for
different frequency around resonance: evidence of friction co-
efficients variation

Fig. 16 Example of measured histeresis cycles and ellip-
ses obtained after Fourier „1st order approx. … of force and
displacement
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of forces and displacements are divided by the mean value of the
contact normal force. The following observations hold:

• the experimental points show a distribution that leads to an
interpolation in three different families of interlocking values:
n/4, n/2 andn, 2n.

• the points refer to all the conditions of Table 2~different
excitation frequencies and amplitudes!, however these quan-
tities seem not to have influence on the trend of the interpo-
lating curve, the parameter which characterizes these curves
is the interlocking value.

• the interpolated curve of the real part for the casen/4 ~Fig.
17! has the typical shape of the real part of the tangential
contact force in Coulomb friction behavior as found in the

literature~@10#!. In fact, for interlockingn/4 support left~Fig.
8! the cycles show a more Coulomb behavior than for the
other interlocking cases.

• both for imaginary and real parts the curve interpolating the
points at interlockingn/4 behaves differently from the other
curves.

These curves interpolating imaginary and real parts for different
interlocking values can be used in the numerical analysis. The
proposed method consists in using these curves during the nu-
merical HBM solution: For a given value of displacement ampli-
tude the curves give the corresponding values of real and imagi-
nary part of the contact tangential force.

Conclusions
A purposely made experimental setup has allowed accurate

laboratory measurements of forces and displacements at the point
where a turbine vane sector is normally in contact with neighbor-
ing sectors.

An attempt was made to relate physical parameters of the con-
tact ~tangential stiffness friction and dissipated energy! to inter-
locking force and sliding displacement, under the typical resonant
and near resonance condition. It was concluded that the most vi-
able approach is to relate directly the real and imaginary parts of
the I term from the Fourier expansion of tangential force, with the
total displacement range. Experimental points then fall on curves
whose parameters is the interlocking force.
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Fig. 17 Real part of Fourier expansion of tangential force on
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Left support.
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versus the amplitude of relative displacement for different in-
terlocking values. Left support.
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Three Practical Examples
of Magnetic Bearing Control
Design Using a Modern Tool
The use of magnetic bearing in industrial applications has increased due to their unique
properties. Nowadays efficiency and predictability in handling rotors on magnetic bear-
ings is asked with the same standard as conventional rotors on oil or roller bearings. First
of all one must be aware of the special technical properties of magnetic bearing designs.
The dynamic behavior of the rotor combined with requirements of the application define
the desired bearing characteristic. With modern tools covering the mechanical aspects as
well as the electronic controllers and their digital implementation on a DSP, these prop-
erties can be designed. However, despite the use of such efficient tools engineering prac-
tice is needed. Therefore this paper summarizes the major steps in the control design
process of industrial applications. Three rotors supported on magnetic bearing with their
specific dynamic behavior are presented: a very small high speed spindle (120,000 rpm);
a small industrial turbo molecular pump rotor (36,000 rpm); and a large multistage
centrifugal compressor (600 to 6300 rmp). The results of the analyses and their experi-
mental verification are given.@DOI: 10.1115/1.1417483#

1 Introduction

1.1 Technical Considerations in Magnetic Bearing Design.
The allowable rotor vibrations in magnetic bearing applications
are limited, e.g., due to small clearances, bearing capacity limits,
limited driving torque when crossing critical speeds, etc., and
therefore have to be specified. Design specifications for the rotor
damping and the location of critical speeds, such as API 617, can
be used as guidelines. However, they do not cover all aspects.
Basic questions in the case of any rotating machine design are as
follows ~@1#!:

• Where are the critical speeds? Are critical speeds within the
operating speed range? How many critical speeds must be
crossed during the run up of the rotor?

• What is the necessary damping of the natural modes of the
rotor in order to ensure safe run up and operation? How can it
be achieved?

• What is the necessary stiffness of the bearing? How can it be
achieved?

These questions have higher significance in the magnetic bear-
ing design, especially because of the limited specific bearing ca-
pacity. At low frequencies the capacity is around 0.3–1 MPa,
because of the magnetic saturation of the material. It is even fur-
ther reduced at higher frequencies due to the limited voltage of the
power amplifiers~@2,3#!. Excessive bearing loads lead to a contact
of the rotor with the auxiliary bearings. Normally they are ball
bearings or bushings with a low friction surface. Each contact
wears them out more and more. That is why loads, which can
occur during a rotor lifetime, have to be considered very carefully
in the design process.

An optimal damping is mandatory for any robust rotor design.
In most applications the damping has to be provided by the bear-
ing. In order to enable a magnetic bearing to do this, all natural
modes, which must be well damped~normally all modes below
the maximum operating speed!, must be observable and control-

lable. Sufficient damping force must be provided by a controller
design, which yields the appropriate amplitude and phase angle of
the bearing transfer function. A damping characteristic is achieved
for phase angles 0 deg,f,90 deg or2180 deg.f.2270 deg
~see the figure with bearing transfer functions!.

In some applications a sufficient stiffness force is also impor-
tant, e.g., to resist high fluid forces, which normally have very low
frequencies. With speed the behavior of a rotor may change due to
gyroscopic effects or due to changes in the fluid forces. A robust
controller design as presented in Section 2 for the three different
rotors must take all this into account.

1.2 Tools for the Rotordynamic Analyses. Software tools
suited for the engineering of magnetic bearing applications must
comprise a structural part describing the rotor~@4–6#! as well as a
mechatronic part describing the magnetic bearing and the com-
bined rotor bearing system. A relatively simple practical way of

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-407. Manuscript received by IGTI Nov. 1999; final revi-
sion received by ASME Headquarters Feb. 2000. Associate Editor: D. Wisler. Fig. 1 Bearing transfer function of the high speed rotor
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looking at the combined system is described in@7#. The necessary
software capabilities are listed in the following:

• The structural part has to consider: gyroscopic effects,
• rotor fluid interaction, such as labyrinth induced excitations,
• dynamics of flexible parts mounted on the rotor, such as

disks, and
• flexibility of stator parts.

• The mechatronic part has to consider:
• noncollocation of sensors and actuators,
• magnetic pull~negative stiffness! of magnetic actuators,
• digital controllers, taking into account the antialiasing filter, a

time delay and the AD conversion,
• characteristics of the hardware components of magnetic bear-

ings ~sensors and amplifiers!,
• separate sensors as well as separate controllers for displace-

ment and velocity, and
• coupling of bearings and/or axes by means of controllers,

e.g., different controllers for tilting and translation rotor
modes.

A comprehensive tool is illustrated in@1# and @8#. It also in-
cludes a controller design part, which allows to create the transfer
function with the required amplitude and phase by combining
standard controller components, e.g., modified PID controllers
~see Appendix!, first and second-order filters, and all pass, notch,
and analogue Butterworth filters.

1.3 Typical Engineering Procedure. The major steps in the
control design process are

• modeling the structural part in a similar way as in case of
conventional bearings~see Tables 1 and 2!.

• studying the basic behavior of the rotor, including the analy-
ses of natural frequencies of the rotor at standstill and at
speed for different bearing stiffness coefficients, as well as
the analyses of the damping ratios~see Appendix! of natural
modes for different bearing damping coefficients.

• define the requirements and/or determine the properties of the
electronic hardware and software as listed in Section 1.2.

• design of the controller transfer function~@3#!, taking into
account the basic behavior of the rotor as well as the require-
ments of the application~Section 2!.

• study the actual behavior of the combined system in a closed
loop analysis~@1# Section 3!.

This procedure is demonstrated in detail for three applications
in the next sections.

2 Rotors, Applications Requirements, and Controllers
The first step in the design procedure is to model the rotor

structure and study its basic behavior~@5#!. The main data of the
three very different rotors are summarized in Table 1. Table 2
shows the dimensions, the mass and stiffness diameters, the loca-
tions of the supports~triangles! and the arrangement of the nodes.
Also the concentrated masses and the flexible disk of the third
rotor are visible.

The lower part of Table 2 shows the mode shapes of the free
rotors at standstill, which will be important in the later controller
design. The long vertical lines indicate the actuator locations and

the shorter vertical lines the sensor locations. The natural frequen-
cies and the range of the frequencies as the rotor starts rotating up
to its maximum speed are listed above the mode shapes.

2.1 Rotor 1: Small High-Speed Rotor. The first rotor is a
very small spindle realized in a research project~@1#!. It rotates
supercritically at the very high speed of 120,000 rpm52000 cps.

Basic Behavior of the Rotor (Table 2).The natural frequency
of the free rotor’s first bending mode is at 1714 Hz. In order to
cross this mode considerable damping forces have to be provided
by the bearings at an extremely high frequency.

The Electronic Hardware and Software.Digital hardware is
used to implement the controller. Due to the high frequency range
of this small rotor the phase losses of the electronic components
are quite important~B in Fig. 1!. At 1714 Hz they consist of the
following components:

• The time delay is one period of the sampling rate, i.e., it is 96
ms, which corresponds to 59 deg. Within this time the A/D
conversion as well as the signal processing takes place.

• The zero-order hold behavior~@9#! of the digital controller
with a sampling rate of 10,400 Hz adds another 30 deg.

• The amplifier, i.e., the current controller has more than 45
deg.

The magnetic bearings each have a negative stiffness of about
53,000 N/m. The motor also has a negative stiffness in the same
order of magnitude. Hence the stiffness of the bearings created by
the controller should be at least around 2–3 105 N/m in order to
safely compensate these negative stiffnesses.

Design of the Controller. Due to the above-mentioned phase
losses it is impossible to damp the first bending mode with a phase
angle above 0 deg. This could only be achieved by a phase angle
below2180 deg. The transfer function of the bearings is shown in
Fig. 1. Both bearings have the same function. The figure contains
several curves, which demonstrate the influence of various effects.

1 Controller with its analogue transfer function digitally
transformed by the ‘‘first-order hold’’~FOH, @9#! method. This is
how it is programmed in the processor. The FOH method gives a
good approximation to the analogue transfer function. The ampli-
fier characteristic is also included and FOH transformed as well.
The curve is composed of the following elements:

• A modified PID element~see the ‘‘base’’ function in the Ap-
pendix! to damp the rigid-body modes by phase lead~A!.

• A second-order filter at 1100 Hz to lower the phase below
2180 deg in order to damp the first bending mode at 1714 Hz
~C!.

• A second-order filter at 2200 Hz approximating the amplifier.
2 The controller and amplifier in their analogue form includ-

ing an analogue antialiasing filter of first order at the frequency of
5200 Hz. This filter has almost no influence in the frequency
range up to 2000 Hz.

3 The analogue form of the controller, amplifier and antialias-
ing filter ~curve 2! plus the time delay of 96ms, which lowers the
phase angle significantly.

Table 1 Summary of the main rotor data
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4 Curve 3 digitally transformed by the ‘‘zero-order hold’’
~ZOH, @9#! method. The transfer function including the ZOH be-
havior gives an additional phase loss.
Curve 2 to 4 are only plotted for design purposes of the controller,
to show the phase losses~B in Fig. 1!. The actual closed loop
model is built by the digital bearing transfer function transformed
by first-order hold~thick solid curve 1! combined with the ZOH
transformed model of the rotor with the analogue antialiasing fil-
ter switched in series.

2.2 Rotor 2: Industrial Turbo Molecular Pump „TMP ….
The second rotor is an industrial turbo molecular pump. It runs at
a maximum speed of 36,000 rpm.

Basic Behavior of the Rotor (Table 2).Due to the shape in-
cluding the large disks with blades the ratio of the polar moment
of inertia to the transverse moment of inertia is quite high~see
Table 1!. Therefore the gyroscopic effect is quite extreme, as can
be seen in Fig. 2. The forward tilting mode frequency rises with
the speed from 0 to 250 Hz.

Beside the rotor modes, blade modes between 600 and 800 Hz
play a role, although they are not coupled with rotor modes to a
high extent. However, in the testing phase it turned out, that they
had to be considered in the controller design. In the theoretical
model they are assumed as rigid.

The first elastic rotor mode is at a frequency of 1200 Hz.

Table 2 Rotor models, mode shapes, and natural frequencies
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The Electronic Hardware and Software.Also in this applica-
tion the phase losses of the electronic components, i.e., of the
amplifier, the antialiasing filter of second order at 4450 Hz, the
time delay of 64ms and of the digital controller sampling rate of
8900 Hz cannot be neglected.

The magnetic pull of the bearing in this case is 2.4 105 N/m for
the upper bearing~left in Table 2! and 3.0 105 N/m for the lower
bearing~right in Table 2!.

Design of the Controller. The transfer function of the bearings
is shown in Fig. 3 in the same way as in Fig. 1. The basic design
ideas are:

A The range with positive phase is enlarged up to 330 Hz, in
order to damp the widely spread tilting modes. This is done
with a phase lead part of a PID element at 170 Hz~see the
‘‘base’’ function in the Appendix!.

B In order to provide damping at the frequency of the blade
modes the phase has to be dropped rapidly below2180
deg. This is achieved by a second order element in the
denominator~phase lag element in the ‘‘base’’ function in
the appendix!, which has a frequency of 520 Hz. This has
also the effect of reducing the amplitude.

C In order to provide damping for the rotor mode at 1200 Hz
the fast phase loss, which would drop even below2360
deg is interrupted by a notch filter at 820 Hz.

2.3 Rotor 3: Large Industrial Centrifugal Compressor.
The third rotor is a large industrial multistage centrifugal com-
pressor@8#. It is driven by a 23 MW variable speed synchronous
electric motor, with a wide operating speed range from 600 rpm to
6300 rpm.

Basic Behavior of the Rotor (Table 2).At low frequencies the
rotor is exposed to considerable fluid forces.

The first bending mode is at 64 Hz. Hence it is in the operating
speed range and requires special attention.

The frequency of the one nodal diameter vibration mode of the
axial bearing disk is at 490 Hz. It had to be considered in the
model for the controller design, since it strongly interacts
with rotor modes. In the second and higher bending modes the
flexible disk tilts more than a rigid disk would~see the mode
shapes in Table 2!. This has the effect of considerably increasing
the gyroscopic effect. In Figs. 4 and 5 the natural frequencies
are presented as a function of the bearing stiffness at different
speeds for a rigid and a flexible disk. The comparison of both
results show, that the frequency difference between forward and
backward whirl as well as the frequency regions where the bear-
ing has to provide damping increase considerably in case of the
flexible disk.

The Electronic Hardware and Software.As in the previous
cases, the controller is implemented on a digital system with a
sampling rate of 10,000 Hz. The phase losses due to the digitali-
zation and the hardware are considered, however, in this case they
are not as important as in the previous cases, due to the lower
frequencies.

The magnetic pull of the actuator, which has to be compensated
by the controller, has a value of 1.57 107 N/m.

Design of the Controller. Figure 6 shows the magnetic bear-
ing transfer function including the sensor, the antialiasing filter,
the controller, the amplifier, the actuator, and the time delay.

Important features of the controller are:
A To resist the high fluid forces at low frequencies the stiff-

ness has to be above a certain limit.
B In order to damp the rigid-body modes, which are mostly

affected by the destabilising labyrinth seal forces, the phase
is increased by an extra filter at 18 Hz.

C To prevent saturation of the amplifier the amplitudes at high
frequencies are reduced with a second-order low pass filter.
The phase decreases below 0 deg, which yields a negative

Fig. 2 Natural frequencies of the modes versus speed for the
free and supported rotor

Fig. 3 Bearing transfer function of the TMP
Fig. 4 Natural frequencies of the modes versus bearing stiff-
ness and speed „rigid fixed disk …
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damping force for the second bending mode. However, this
mode has a node slightly inside the outboard sensor. The
deflections at the sensor and the actuator have reverse sign
and thus the mode is slightly damped. At higher frequencies
the bearing provides a damping force thanks to the phase
angle below2180 deg.

The overall controller transfer function is an 18th-order poly-
nomial. It is designed by the bearing manufacturer using his own
controller design software. To fully optimize the controller for this
application the transfer function is synthesized with complex
rather than simple poles and zeros. Digital controller hardware is
essential to the implementation of this type of controller transfer
function.

3 Closed-Loop Behavior
Once a controller is designed considering the basic rotor behav-

ior and the application requirements, the actual behavior of the
combined system can be studied. The comparison between analy-
sis and measurements can bring up possible deficiencies of the
model. Often this helps to complete the model and thus improves
iteratively the prediction and the behavior of the final closed loop
system. The degree of agreement between reality and prediction
depends mainly on the complexity of the rotor, e.g., shrunk parts,

elasticity of parts mounted on the rotor, etc., and how accurate it
can be modeled. A fine tuning after implementation of the control-
ler may be necessary.

In the following sections the calculated closed loop behavior
and the experimental verification of the analysis are presented for
the three rotors:

• First the calculated eigenvalues composed of the natural fre-
quency~1 forward, 2 backward whirling! and the damping
ratio of the combined rotor bearing system at standstill and
nominal speed are listed for each case. Tables 3–5 contain the
eigenvalues, which can be assigned to the rotor. Besides that
some eigenvalues are caused by controller poles, which inter-
act with the rotor. This interaction can change their frequency
and damping ratio. The eigenvalues caused by the controller
with a damping ratio below 20 percent are also shown in the
tables.

• Second examples of the calculated and measured responses to
force or unbalance excitation are given.

3.1 Rotor 1: High Speed Rotor. In Table 3 can be seen that
the rigid modes are well damped. The first forward whirling bend-
ing mode at speed has a damping ratio of only 2.5 percent. This
has to be improved, among others by a higher gain. The higher
gain can only be realized with a balance compensation system as
the tests showed. At this moment such a system is being opti-
mised. A speed of 1600 Hz has been reached.

Fig. 5 Natural frequencies of the modes versus bearing stiff-
ness and speed „flexible disk …

Fig. 6 Bearing transfer function of the large centrifugal com-
pressor

Table 3 Natural frequencies and damping ratios

Table 4 Natural frequencies and damping ratios
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The closed-loop behavior at standstill is confirmed by compari-
son of calculated and measured transfer functions with an excita-
tion by the bearing. Figure 7 shows the response at the left sensor
location to an excitation of 1 N at theleft bearing. The resonance
of the rotor’s first bending at 1709 Hz as well as the frequency of
the anti resonance agree well.

The damping of the bending mode'6 percent is higher in the
measurement. Possible reasons for this are the inner damping of
the rotor and the external damping of the surrounding air.

3.2 Rotor 2. Small Industrial Turbo Molecular Pump.
The modes within the speed range shown in Table 4 are well
damped. The higher modes are stable with low damping ratios.

For this rotor the behavior is confirmed by a comparison of a
calculated and measured transfer function.

Figure 8 shows a good agreement of the responses at the left
sensor location to an excitation of 1N at the left bearing.
The resonances of the tilting mode as well as of the parallel
mode are well visible. In addition, the measurement at 300 Hz
shows the influence of the unbalance, which is not included in the
load case of the calculation. In the region of 700 to 800 Hz the
calculated curve deviates from the measured curve. This is prob-
ably due to elastic blade modes, which are not considered in the
model.

3.3 Rotor 3: Large Industrial Centrifugal Compressor.
In Table 5 all damping ratios of the modes below the maximum
speed are very well damped. The first bending mode, which is
within the operating speed range, has a damping ratio of 20 per-
cent. This complies with the specification according to API 617
for compressors, although its application to compressors sup-
ported on magnetic bearings is controversial.

Figure 9 shows the calculated and measured bearing response
of the right bearing to an unbalance magnitude of G2, i.e. 3300
gmm are applied at the thrust disk and 2700 gmm at the coupling.
This distribution yields a good excitation for the first bending
mode. The maximum force below the maximum speed of 6300
rpm remains below the dynamic capacity of 20,000 N peak-
peak.

The agreement between measurement and calculation is good.
The calculated force at higher speeds, where the compres-
sor never runs, increases due to the controller dominated pole at
130 Hz, which has a relatively low damping. Also the measured
force remains at a high level up to maximum speed for the same
reason.

Fig. 7 Measured and calculated responses at standstill

Fig. 8 Measured and calculated responses at 300 cps

Fig. 9 DE bearing response to an unbalance G2 „peak-peak
amplitude …

Table 5 Natural frequencies and damping ratios
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4 Conclusions
Efficiency and predictability in handling rotors on magnetic

bearings is achieved by using a modern design tool~@1,8#!. The
typical design procedure is presented. Its main steps are

• the study of the mechanical part, i.e., modeling the rotor
structure and investigate it’s basic behavior.

• the study of the mechatronic part, i.e., defining the require-
ments or determining the properties of the electronic hard-
ware and software.

• the design of the controller, i.e., generating the bearing trans-
fer function considering the gain as well as the phase.

• the study and interpretation of the closed loop behavior.

This procedure is iterative and needs engineering practice.
Therefore the paper presents three applications.

• A very small high-speed spindle running at a maximum speed
of 120,000 rpm, which is above the natural frequency of the
free rotor’s first bending mode at 1714 Hz. Because of this
high speed, the phase losses of the electronic components and
of the digitizing process are of special importance.

• A small, industrial turbo molecular pump rotor running at a
maximum speed of 36,000 rpm. Due to its shape this rotor
has a pronounced gyroscopic effect. For this reason the fre-
quency range between the forward and backward tilting mode
is widely spread from 0 to 320 Hz. Above that, elastic blade
modes in the region of 600 to 800 Hz had to be considered
for the controller design.

• A large industrial multistage centrifugal compressor with an
operating speed range from 600 rpm to 6300 rpm. This rotor
is subject to high fluid forces at low frequency, has its first
bending mode within the operating speed and has a flexible
axial bearing disk, which strongly interacts with the rotor
modes and which played an important role for the controller
design.

The result of the design process is the transfer function of the
bearing controller and the prediction of the closed-loop behavior.
The extent of predictability depends on the complexity of the rotor
and how accurate it can be modelled. The accuracy also depends
on tolerances, which play an important role, especially in case of
the small rotors. However, a model always helps to accelerate and
improve the design, even for cases where the theoretical model is
not a complete representation of the reality. In some cases the final
implementation of the controller may require a fine tuning.

For all three presented rotors a comparison of calculation and
measurement has been carried out. The result can be summarized
as follows:

• For the high-speed spindle the measured performance of the
bearing is better than predicted. The higher damping ratio of
the first bending mode is probably due to damping effects,
which are not part of the model.

• For the turbomolecular pump good agreement is achieved
apart from elastic blade modes, which were not considered.

They are rigidly modeled, since they did not seem to interact
with the rotor. In this regard the model turned out to be in-
sufficient.

• For the industrial turbocompressor the theoretical prediction
is very good, after the elasticity of the axial bearing disk has
been taken into account.
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Appendix

Definition of the Damping Ratio.
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Application of Foil Bearings to
Turbomachinery Including
Vertical Operation
A review is made of the function of compliant surface bearings in serving the needs of
modern turbomachinery. This service extends over a wide spectrum of severe operational
and environmental conditions such as extreme low and high temperatures, speeds over
100,000 rpm, and the use of cryogenics as lubricants. The importance of using appropri-
ate simulators that duplicate the actual equipment in evaluating the application of com-
pliant bearings is demonstrated via two specific examples; one, a simulator to evaluate
bearings for an air cycle machine and another for an advanced cryogenic device. In view
of the known difficulties in using hydrodynamic bearings in vertical machines a new
preloaded compliant journal bearing design is offered which performs as well with a
vertically mounted shaft as it does in horizontal operation. In terms of the location of the
first two rigid-body criticals, the test data show the compliant bearing’s vertical operation
to be at most 15 percent lower than for the horizontal case, whereas the maximum
vibrational amplitude stayed the same for both modes of operation. This new class of
hydrodynamic compliant surface journal bearings now makes possible development of
oil-free machines capable of all attitude operation, such as aircraft gas turbine engines
undergoing severe pitch maneuvers or machines that must be operated vertically due to
space constraints.@DOI: 10.1115/1.1392986#

Introduction
With the advent of ever more sophisticated machinery operating

in the most diverse and extreme environments, there is a wide
range of applications and conditions where conventional bearings,
be they of the fluid film or rolling element types, are not capable
of meeting the extreme demands imposed on them. Previous bear-
ing requirements of adequate load capacity or low power losses
have given way to demands that the bearings function at ex-
tremely low or high temperatures or speeds in atmospheres rang-
ing from vacuum to cryogenic fluids of negligible viscosity, all of
which demands not just a simple advancement on existing designs
but a breakthrough in bearing concepts required to meet the needs
of these new technologies.

Compliant surface bearings combine a number of inherent fea-
tures that make them prime candidates for most of these extreme
applications. Combining as they do the elements of both hydro-
dynamic and elastic operation, their structure enables the designer
to achieve the following goals: deliberate variation of fluid film
shape in response to changes in speed; load and directional varia-
tion in stiffness and damping; and a built-in flexibility to yield and
absorb unexpected rotor excursions. They thus offer solutions to a
wide gamut of problems attending turbomachinery, air cycle ma-
chines ~@1#! cryogenic turbopumps~@2#! advanced gas turbines
~@3,4#! compressor~@5#!, and similar modern equipment. In this
kind of machinery compliant bearings have been used in speeds
exceeding 120,000 rpm and loads in excess of 100 psi, and has
proved to be resistant to the most adverse environmental condi-
tions ~@6,7#!.

One of the major problems attending the use of rigid surface
hydrodynamic bearings is that they become unstable when oper-
ated with vertical shafting. Unloaded as they are in that mode,
such bearings have zero stiffness and no damping ability leading

to system instability known as half-frequency whirl. Supported
partly by external agencies and partly by internal funding, MiTi
has developed a preloaded compliant journal bearing design
which overcomes this basic difficulty~@8,9#!. Using an appropriate
simulator running at speeds up to 60,000 rpm, tests were run in
both the horizontal and vertical orientations yielding excellent re-
sults for the new design. The test data for vertical operation
proved to be as good as for the horizontal case. Thus in addition to
these bearings tolerating high speeds, temperatures, and extreme
shaft excursions, they are also stable when applied in vertical
machines.

Compliant Surface Bearings„CSB…
The compliant surface bearing~CSB! combines features of fluid

dynamics and elastic response which makes for a number of
unique features of this device. The basic elements of such a bear-
ing are shown in Fig. 1. One of its essential features is that it
possesses a twofold mechanism for imparting stiffness and damp-
ing to the bearing. One is via the bump and top foils which are
equivalent to a spring support; the other is its hydrodynamic ac-
tion resulting from the fluid film between the runner or journal
and the top foil. Because a CSB surface will deform as hydrody-
namic pressure is generated, the bearing can be constructed to
deform in an advantageous manner for a particular application, be
it high load capacity, high speed operation, or stability. Frictional
damping can also be introduced through the rubbing of is compo-
nent parts. This takes place via relative motion between the bumps
and the adjacent upper and lower surfaces producing what is
known as Coulomb friction.

The construction of a CSB consist of two parts; a smooth top
foil which constitutes the bearing surface, and a flexible corru-
gated foil strip formed by a series of bumps to provide resilient
support to this surface. The bump foil strip is welded or otherwise
fixed at one end of the bearing housing with its other end free.
Consequently the bumps near the free end have a higher deflec-
tion, whereas the fixed end has a higher stiffness.

Journal Bearings. As shown in Fig. 2~a! a single top foil,
which may extend up to 360 deg, forms the equivalent of a full

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-391. Manuscript received by IGTI Oct. 1998; final
revision received by the ASME Headquarters Mar. 1999. Associate Editor: D. Wisler.
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bearing. Figure 2~b!, on the other hand, forms the equivalent of a
multipad journal bearing. Here the clearance geometry required to
generate a hydrodynamic film is provided by the elastic deflection
of the foils. As speed increases the top and bump foils are radially
deflected forming a converging wedge. Thus a proper shape for
hydrodynamic action is generated without the need for prior ma-
chining. Furthermore, this convergence becomes more pro-
nounced with increasing speed and load. The more pronounced
convergence enhances stability through a reduction of the bear-
ing’s cross-coupling dynamic coefficients~@10,11#!. The overall
merits of the CSB’s versus conventional designs is illustrated in
the analytical results obtained for two equivalent designs. Figure 3
shows that due to foil compliance, a CSB has a more uniform film
thickness resulting in a largerhmin and, correspondingly, a more
uniform pressure distribution with lower peak pressures. The latter
will result in lower stresses and lower peak temperatures.

Thrust Bearings. Figure 4 shows the configuration of com-
pliant surface thrust bearing. All the characteristics stated in con-
nection with the journal bearing apply here as well, except that the
film thickness is different. Initially, the bearing is given an appro-
priate converging shape, in most cases that of a composite surface,
that is one in which the leading portion has a constant slope, fol-

lowing which the surface is parallel to the runner. When loaded,
the original shape is modified producing essentially three regions;
an initial converging wedge, then a more or less parallel section,
and an extremely narrow periphery at the sides and the exit which
represents the domain of minimum film thickness. A cross section
of such a film atr 5const. in both its original shape and after
deflection is given in Fig. 4~b!. In an optimization study of a gas
lubricated CSB the optimum dimensions were found to be a pad
having the geometry of (R2 /R1)52 andb545 degrees with its
geometry as designated in Fig. 4~@10#!. In rigid thrust bearings
the ramp portion is usually of the order of 70–80 percent of the
total bearing arc. With CSBs the parameter ‘‘b’’ that denotes the
fraction of pad angle occupied by the ramp is much smaller, of the
order of one half or less. Likewise the optimum ratio (h1 /h2)
which in rigid bearings is around 2.2, is much higher in compliant
bearings.

Advanced Designs. The construction of CSBs lends itself to
a number of modifications that can enhance the particular perfor-
mance characteristic in accordance with operational requirements.
The bump foil design can be manipulated to provide a wide range
of desirable dynamic characteristics. One such arrangement can
vary the stiffness in both the radial and circumferential directions
is shown in Fig. 5. The stiffness gradients permit the formation of
a variable hydrodynamic wedge in accordance with variations in
load and speed. As speed increases the particular arrangement can
be made to increase convergence which enhances stability when it
is most needed. In one such application an advanced air lubricated
journal bearing reached speeds of 132,000 rpm carrying a load of
100 psi~@7#!. Much of the above applies also to thrust bearings.

Fig. 1 Elements of compliant surface bearing

Fig. 2 Compliant surface journal bearing types

Fig. 3 The hydrodynamics of rigid and compliant surface
bearings
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Such a bearing can be constructed with a foil possessing stiffness
elements at the trailing edge, as portrayed in Fig. 5~b!. The stiff-
ening elements placed between top and bump foils provide a vari-
able stiffness gradient from the leading to trailing edge yielding
the desired convergence wedge.

A CSB can also be made to incorporate internal damping and
thus enhance stability. This can be done by affecting the Coulomb
friction due to the relative motion between the top and bump
surfaces, as well as between the bump foil and the housing as
sketched in Fig. 6. This relative motion occurs when the bearing is

loaded and the foils are deflected. To improve the friction charac-
teristics of this relative motion, the rubbing surfaces may be
sputter-coated with copper, silver, or some other high friction ma-
terial. Sometime the surfaces of the journal and mating top foil are
coated with a dry lubricant to minimize friction upon startup and
shutdown. To further enhance stability the bump foils can be split
axially along circumferential lines to improve alignment and axial
compliance.

Hybrid Bearings. The essence of hydrostatic compliant jour-
nal bearing fed with lubricant through the rotating shaft is shown
in Fig. 7~a!. A hydrostatic thrust bearing fed through eight orifices
which yields more or less the optimum square pad configuration is
shown in Fig. 7~b!. The pressurized fluid can, of course, be either
a liquid or a gas. An example of the kind of loads such a thrust
bearing can support for a given supply pressure is shown in
Table 1.

Fig. 7 Hybrid hydrostatic Õhydrodynamic compliant surface
bearings

Fig. 4 Compliant surface thrust bearing

Fig. 5 Bearing construction for variable stiffness

Fig. 6 Mechanisms of Coulomb friction

1034 Õ Vol. 124, OCTOBER 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Foil Bearing Applications

Operational Areas. CSBs have been applied successfully in
a wide spectrum of turbomachinery equipment. The use of these
bearings reduces system complexity and maintenance costs and
increases efficiency and operating life. Since CSBs will deform as
hydrodynamic pressure is generated the bearings can be con-
structed to suit specific applications.

By selecting material combinations and proper elastic founda-
tions, optimized design can be achieved for best performance un-
der given operating conditions. CSBs offer the following advan-
tages as compared to conventional rigid hydrodynamic gas
bearings:

~a! Higher Load Capacity. In terms of the ususal load-to-film
thickness relation, the foil bearing will, for a given load, have a
higher minimum film thickness.

~b! Lower Power Losses. The prevalence of higher film
thicknesses results in lower viscous shear losses. With gas as a
lubricant they have minimal power losses.

~c! Tolerance to High Temperatures. Higher film thickness
and proper response to loadings yields a much lower temperature
rise in the fluid film. A CSB is also less likely to suffer from
thermal distortion.

~d! High Speed Operation. Due to their ability to yield under
load they can endure substantially higher surface velocities.

~e! Tolerance of Debris. The bearing’s conformity makes it
possible to tolerate and eject foreign matter that may enter the
clearance space.

~f! Self-Alignment. Due to the flexibility of the entire bearing
assembly it can easily accommodate misalignment as well as any
unexpected excursions of the runner or journal be it due to accel-
eration, shock, or any other unexpected maneuver.

~g! Tolerant of Thermal Gradients. Due to the bearings com-
pliance in all three axes thermal gradients are more readily accom-
modated.

However, as already indicated above, the most important at-
tribute of CSB’s is their ability to respond to the dynamic require-
ments of the system they serve. Bearing stiffness is primarily a

function of the elastic properties of the foils. This provides great
flexibility for tuning the stiffness to meet the specific needs of the
machine. A field of variable spring coefficients distributed in the
circumferential, radial or, in journal bearings, the axial directions
enables the designer to reach optimum conditions from a rotordy-
namic standpoint. This would yield desirable performance in
terms of the location of system resonances and of minimizing
vibrations either at or outside the encountered critical speeds. The
elastic structure also provides high shock absorbing capacity. In a
certain sense a CSB duplicates one of nature’s ingenious mecha-
nisms imparted to human and animal joints when under increased
load or during shock the stiffness and damping of a joint is auto-
matically boosted to enable it to absorb the impact before damage
is caused to the joint. A CSB likewise produces higher stiffness
and higher damping capacity the higher the applied load.

Industrial Applications. The most successful foil bearing ap-
plications to date have been in air cycle machines for cabin pres-
surization and cooling. One such typical application is shown in
Fig. 8. On the Boeing 747 they have accumulated more than a
million flight hours and demonstrated a mean interval between
replacements in excess of 100,000 hours. They are also being used
on the FALCON-2000 and the MIRAGE military aircraft. For
these applications the bearings were required to operate at close to
100,000 rpm with dynamic loads exceeding the steady load by an
order of magnitude. A particularly successful area of application
has been the field of cryogenic devices where due to extreme

Fig. 8 Air cycle machine with compliant surface bearings
Fig. 9 Spectrum of industrial applications using compliant
surface bearings

Table 2 Industrial usage of foil bearings air cycle machines

Application
Journal Bearing
Diameter~in!

Rotor Weight
~lb!

General aviation ACM 0.8 0.55
F-16 and F-18 ACM 1.2 1.3
A7E cooling turbine 1.5 1.5
C-5A Tire Pump— 1.0 2.5
Turbocompressor 1.4 2.8
727 cooling turbine 1.8 4.3
53A cooling turbine 1.8 5
F-14 turbine compressor 1.9 6
F-15 ACM 2.0 7
767 ACM 2.0 9
DC-10 three-wheel ACM 1.375 10
747-ACM

Gas Turbines
AGT 101 advanced 1.3 3.0
Automobile gas turbine 1.8 5.0
Navy APU turbine 1.5 9.0
18-kW closed-cycle gas 3.0 35
Turbine
GTCP 165

Table 1 Hybrid thrust bearing load capacity as function of
supply pressure „R2 ÕR1…Ä1.4 PaÄ250 psia

Ps, psia Ps/Pa W, lbs

1000 4 1650
2000 8 4620
3000 12 6040
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temperatures and the low viscosity of cryogens, conventional hy-
drodynamic or rolling-element bearings have difficulty operating
or lasting for any appreciable length of time. Some of the CSBs
tested for application in the SSME turbopumps have demonstrated
the ability to carry loads up to 300 psi, with a damping capability
of 40 lb-sec/in. They ran successfully up to 50,00 rpm, 50 percent
above the system’s bending critical.

The spectrum of industrial air cycle machine and gas turbine
applications employing self-acting hydrodynamic compliant sur-
face bearings is shown in Table 2. A mapping of past and potential
applications in terms of rotational speeds involved is given in
Fig. 9.

MiTi Simulators
In order to evaluate performance of complex turbomachines to

be equipped with compliant surface bearings it is MiTi’s practice
to construct simulators that are as much as possible dynamic du-
plicates of the configurations of the actual machines. Two such
examples will be cited here to illustrate the equipment and instru-
mentation employed and the performance data recorded in study-
ing CSB equipped machinery.

Air Cycle Machine Simulator. When a simulator is built it is
endeavored that it have a mass distribution and inertia close to the
prototype. Figure 10 shows a simulator which was built to evalu-
ate journal bearings for an air cycle machine. The rotor was driven
by an air turbine and its lateral motion measured with four dis-
placement probes. Two probes were mounted orthogonally in a
plane between the bearings and the other two toward the end of
the rotor simulating the turbine. A tachometer measured the speed
of the simulated compressor. A tradeoff study was then conducted
to evaluate system response to different bearing positions, levels

Fig. 10 Simulator for air cycle machine

Fig. 11 Stiffness of bearings for air cycle machine „ACM…

application

Fig. 12 Critical speeds and damping coefficients of air cycle
machine „ACM… bearings

Fig. 13 Log decrement of air cycle machine „ACM… bearings

Fig. 14 Performance characteristics of the air cycle machine
„ACM… bearings
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Fig. 15 Simulator for the cryogenic device

Fig. 16 Calculated critical speeds for the cryogenic rotor
system

Fig. 17 Measured critical speeds of cryogenic rotor system
Fig. 18 Instantaneous and peak hold vibration plots for the
cryogenic rotor system
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of bearing stiffness and damping and rotor unbalance. These char-
acteristics were recorded for speeds up to 100,000 rpm and tem-
peratures up to 300°F.

Figure 11 represents the bearings’ dynamic characteristics while
Fig. 12 shows plots of the first two rigid-body criticals as a func-
tion of speed and bearing damping coefficients ranging from zero
to 350 N-sec/m~2 lb-sec/in.!. Using the obtained stiffness and
damping coefficients, frequency of vibration, log decrement, and
precession direction for the conical and translatory modes were
predicted. Figure 13 shows the rotor-bearing system stability map
for speeds up to 100,000 rpm.

This mapping indicates the level of damping required to
achieve a positive, that is a stable, value of the log decrement for
the two most troublesome rigid-body modes. Figure 14 summa-
rizes the compliant bearings’ predicted performance in terms of
load, eccentricity ratio and power loss as a function of speed. Thus
the entire range of performance and dynamic characteristics for
the system have been specified.

Cryogenic Test Rig. A schematic representation of the test
rig designed to simulate a cryogenic turboexpander is shown in
Fig. 15. The rotor, supported by a pair of compliant journal as
well as a thrust bearing, is driven by an integral impulse-type air
turbine. The impulse turbine was selected because it imparts very

Fig. 19 Peak hold coast down for the different bearing angular
orientations

Fig. 20 Instantaneous fast Fourier transform „FFT… plots for
two different bearing angular orientations
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little thrust load during operation thereby allowing a test configu-
ration to be assembled for testing at known thrust loads levels. To
ensure dynamic similarity between the test rig and the actual in-
tended application, the inertia properties of the turbine wheel were
designed to match as closely as possible the expander wheel. The
simulated compressor/brake was also designed to match the iner-
tia properties of actual application and was used with correspond-
ing seals for load testing of the thrust bearing. Cooling air at
pressures ranging from 2 to 10 psi and a temperature of 20°C was
supplied at the outer radius of the thrust bearing at a rate of 1–2
cfm. The simulator was instrumented with a magnetic pickup to
determine rotor speed, two sets of eddy current displacement
probes to measure the rotor displacement orbit near each journal
bearing and one probe to measure axial motion. All probe outputs
were recorded on a racal store-14 FM multitrack magnetic tape.
The rotor orbits were displayed on an oscilloscope and a fast
Fourier Transform signal analyzer was used to locate resonant and
harmonic frequencies.

The predicted and measured critical speeds for the rotor in the
horizontal orientation are shown in Figs. 16 and 17. Figures 18
through 20 summarize the test results. Figure 18 presents both
instantaneous and peak fast Fourier transform FFT plots of rotor
vibrations up to a speed of 61,400 rpm. It shows that vibrations on
the brake end are larger than on the expander side. In each case
subsynchronous vibrations are present but they are significantly
weaker than the synchronous component which is itself quite
small—a maximum of 0.008 mm~0.314 mils!. The coast-down
plot also indicates that the rigid-body critical speeds are well
damped as evidenced by the broad peak at about 13,400 rpm~the
second mode!. Tests were also run for the bearings installed at
different angular orientations~i.e., free end of bearing top foil
located at different angular position relative to rotor gravity load!
to find a preference in terms of system behavior. Changing the
bearing angular orientation was achieved by rotating its support
shell inside the simulator bearing housing. Altering the angular
orientation of the bearing with respect to the gravity load affects
the formation of the converging wedge and hence bearing perfor-

mance as was noted above. As shown in Figs. 19 and 20 the rotor
remained stable and under control throughout the range of speeds
tested regardless of bearing angular position.

Table 3 summarizes the overall performance of the CSB
equipped simulator vis-a-vis the specified turboexpander require-
ments. All major specifications were successfully met over a range
of speeds up to 70,000 rpm. Thus, for example, the maximum
demonstrated thrust bearing load capacity of 120 lbs exceeded the
45 lbs load requirement while speeds used were beyond the re-
quirement of 48,000 rpm. While a maximum axial motion of 6
mils was set at the operating load of 45 lbs this restriction was not
exceeded even at loads at 80 lbs, almost double the specified
condition.

Vertical Operation

Problem With Vertical Shafts. One of the major problems
encountered in hydrodynamic bearing operation is when they are
used with vertically mounted shafts. In horizontal shafting there is
always at least some static load due to gravity and therefore jour-
nal bearings operate at some eccentricity which helps produce a
convergent clearance and thus hydrodynamic pressures. In vertical
operation the effects of gravity are absent and, as is well known
from both theory and experience, a centrally operated shaft is
liable to produce instability referred to either as half-frequency
whirl or oil whip. If one were to calculate the spring and damping
coefficients in a conventional bearing one would note that as the
eccentricity of the journal approaches zero so, too, do the stiffness
and damping of the bearing.

It is in view of this common difficulty with conventional hy-
drodynamic bearing designs that an attempt was made to design a
compliant journal bearing which would overcome this inherent
problem. For this purpose the simulator described in Section 4.2
was turned 90 deg on its side and mounted on a pedestal enabling
it to operate with a vertically mounted rotor equivalent to a zero
radial load. The bearings tested were circular compliant bearings
with the inner foil inserted in such a way as to given it an initial

Table 3 Simulator bearing performance versus design requirements

Design Category Design Requirements Demonstrated

Start/stop cycles
~bearing static load!

5000
~Static Load,2psi!

0.76 psi Static Load-Expander 1.03 psi
Static Load—Brake 90 start-stop cycles
completed with no visible distress—
In excess of 30,000 Start-Stop cycles
demonstrated in similar applications

Maximum speed 48,000 rpm 70,000 rpm

Operating thrust load 645. lb. @48,000 rpm Greater than6120 lb.

Axial motion limit 0.1524 mm~0.006 in.!
At 48,000 rpm

60.147 mm~0.0058 in! at 80 lb. load
and 30,000 rpm

Allowed dynamic
radial motion

0.1026.0254 mm
~0.00460.001 in.!

0.051 mm~0.002 in.!, during
start up. Max nominal motion
of 0.0084 mm~0.00033 in.!,
during shut down at'330 Hz
~19,800 rpm!, Max steady
state motion at 1000
Hz50.0064 mm~0.00025 in.!

Allowed static
liftoff motion

0.051 mm~0.002 in.! ,0.051 mm~0.002 in.!

Allowed cooling flow 6 CFM @40 psi & 70°F 5 CFM @10 psi Maximum-Nominal flow
1-2 CFM to prevent contamination exhaust

Critical speed Operating range free of
critical speeds

Critical speeds at 8,400 10,560 and 13,200
rpm f ~stiffness!

Stability stable throughout operating
speed range

Steady state vibrations at subsynchronous
rigid body mode frequencies controlled and
limited in magnitude.
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preload. The preloaded bearing is shown in Fig. 21 while the test
rig, stood on its end, was the one previously shown in Fig. 15.

Test Results With Vertical Operation. Measurements were
taken of the shaft excursions versus rotor speed over a range up to
60,000 rpm with the rotor in both vertical and horizontal orienta-
tions. From Figs. 22 and 23, the effect of rotor orientation on the
first and second rigid-body critical speeds can be determined.
With the rotor horizontal and the dead weight or rotor gravity load
supported by the bearings, the first two critical speeds were ob-
served at 260 Hz~15,600 rpm! and 315 Hz~18,900 rpm!. The
maximum rotor excursion for both of these modes was approxi-
mately 0.0061 mm~0.24 mils!. For the rotor in the vertical orien-
tation ~i.e., zero gravity load on the bearings!, the first and second
critical speeds were observed at 220 Hz~13,200 rpm! and 280 Hz
~16,800 rpm! respectively. The maximum rotor excursion oc-
curred at the second critical speed during the coast down and was
approximately 0.0066 mm~0.26 mils!. These results are indeed
impressive in that the stiffness and damping characteristics of the
pre-loaded compliant surface gas bearing in the vertical operation

differed little from the horizontal setup. Specifically, the critical
speed variations were less than 15 percent and vibration ampli-
tudes almost none at all.

Next, using appropriate values of spring constants, a lower one
for the vertical and a higher one for the horizontal case a stability
analysis was run to calculate predicted critical speeds for both
rotor orientations. For the horizontal case a Kxx521,000 lbs/in.
was used whereas for the vertical case Kxx516,000 lbs/in. Table
4 shows the results of the calculated two modes versus the mea-
sured data as recorded in Figs. 22 and 23. The impressive close-
ness of results attests again to the reliability of the stiffness values
assigned to the compliant bearings as well as of the analytical
methods used to calculate the stability criteria of critical speeds,
log decrements, etc. The same stability analysis used to calculate
the data in Table 4 was employed to obtain the damping required
for stable operation, namely a positive log decrement value. This
yielded a required damping of 2–3 lbs-sec./in. In a coast-down
test the rotor in vertical operation remained stable throughout the
range of decreasing speeds. This provided a solid indication that
the Coulomb friction built into the preloaded foil elements pro-
vided sufficient damping to impart stability to the system over its
entire range of operation.

Figure 24 provides a qualitative representation of the stability
behavior of a system equipped with preloaded CSBs running with
a vertical shaft. The first thing to note is that on such a plot
conventional bearings would show zero values for their stiffness
and thus criticals at very low speeds. With negligible damping in
such bearings the rotor would most likely become unstable with
high amplitudes of vibration posing a serious threat to the instal-
lation. For a horizontal rotor position the criticals would be rela-
tively high on the curves corresponding to high values of bearing
stiffness. For vertical operation the locations of the first and sec-

Fig. 21 The preloaded compliant journal bearing

Fig. 22 Comparison of horizontal and vertical rotor operation,
Mode 1

Table 4 Comparison of measured and calculated critical
speeds

Measured, rpm Calculated, rpm

Mode 1 Mode 2 Mode 1 Mode 2

Horizontal
Operation
Kxx521,500 lb/in

15,600 18,900 14,573 19.033

Vertical
Operation
Kxx516,000 lb/in

13,200 16,800 12,620 16,392

Fig. 23 Comparison of horizontal and vertical coast-downs,
Mode 2
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ond modes would be lower as will the values of bearing stiffness.
However, they would be not far from those encountered in hori-
zontal operation.

Conclusions
This paper has presented results of an analytical and experi-

mental investigation into the application of compliant surface gas
bearings to advanced oil-free rotating machinery. Investigations of
an air cycle machine were presented showing close correlation
between design and practical implementation in an operating ma-
chine. This was followed by a presentation of design and test
results for a cryogenic turboexpander. Good correlation was
achieved between predicted and measured critical speeds for the
turboexpander supported on compliant surface hydrodynamic gas
bearings. In particular, it was shown that the rotor could be oper-
ated in either the vertical or horizontal orientation with little dif-
ference in dynamic performance of the rotor system. The demon-
strated all attitude capability overcomes the major half-frequency
whirl limitation observed in conventional hydrodynamic bearings
and thereby provides opportunities for developing a whole a new

class of oil-free machines. This demonstration therefore confirms
the successful implementation of a new class of pre-loaded com-
pliant surface hydrodynamic gas bearings that are suitable for use
in oil-free rotating machinery independent of operating orienta-
tion. This new class of bearings now makes possible development
of oil-free aircraft gas turbine engines capable of transitioning
from level flight to a vertical operation without experiencing in-
stability. Further the ability to operate with the bearing at different
angular orientations will also permit aircraft roll operations with
little or no degradation in performance. Other machines that must
be operated vertically due to space constraints such as some cryo-
genic pumps or turbochargers will also benefit from this bearing
design.
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Applying the Representative
Interactive Flamelet Model to
Evaluate the Potential Effect of
Wall Heat Transfer on Soot
Emissions in a Small-Bore
Direct-Injection Diesel Engine
Capturing the physics related to the processes occurring in the two-phase flow of a
direct-injection diesel engine requires a highly sophisticated modeling approach. The
representative interactive flamelet (RIF) model has gained widespread attention owing to
its ability of correctly describing ignition, combustion, and pollutant formation phenom-
ena. This is achieved by incorporating very detailed chemistry for the gas phase as well
as for the soot particle growth and oxidation, without imposing any significant computa-
tional penalty. This study addresses the part load soot underprediction of the model,
which has been observed in previous investigations. By assigning flamelets, which are
exposed to the walls of the combustion chamber, with heat losses calculated in a compu-
tational fluid dynamics (CFD) code, predictions of the soot emissions in a small-bore
direct-injection diesel engine are substationally improved. It is concluded that the experi-
mentally observed emissions of soot may have their origin in flame quenching at the
relatively cold combustion chamber walls.@DOI: 10.1115/1.1473147#

Introduction

In attempting to meet future stringent emission legislation,
three-dimensional modeling of the combustion in a direct injec-
tion ~DI! diesel engine has become a valuable tool for engineers to
develop an understanding of the processes governing the forma-
tion of the major pollutants, NOx and soot. Optimized computer
models also allow engine developers to quickly perform trend
studies, varying several parameters independently from each
other.

The RIF model~@1#! offers a way of separating the numerical
effort associated with solving the turbulent flow from that of the
chemistry. The model is based on the laminar flamelet concept for
non-premixed combustion~@2#!, which views a turbulent flame as
an ensemble of thin, locally one-dimensional laminar flamelets.
These flamelets are strained and stretched by the turbulent flow
field, but maintain their inner structure. The chemistry is solved in
a one-dimensional flamelet code, where profiles of species and
temperature are calculated as functions of a conserved scalar, the
mixture fraction. This enables very detailed chemical mechanisms
of fuels similar to diesel to be incorporated in the analysis. Pro-
cesses relevant to NOx and soot chemistry can be resolved with
arbitrary accuracy. In the current investigation a model fuel com-
prising 70% ~by volume! n-decane and 30%a-methyl-
naphthalene is used to represent diesel. The reaction mechanism
includes 509 elementary reactions and 109 species.

The model has been extensively validated in the past against
engine experiments in heavy-duty~@3#! as well as light-duty DI
diesel engines~@4–6#!. Ignition delay, peak cylinder pressure, and
emissions of NOx were found to be in excellent agreement with
the experiments. For soot, the agreement was found to be satis-
factory at higher loads and high exhaust gas recirculation~EGR!
rates~@3,4#!. Soot predictions at part load proved to be more of a
challenge, primarily due to the rather small amounts emitted in the
exhaust. Engine-out soot is governed by the difference of two
large numbers representing the processes of formation and oxida-
tion. Typically 90–95% of the soot formed is subsequently oxi-
dized ~@7#!. Essentially, the model suggested that, at part load
under relatively high-swirl conditions, the oxidation ought to be
sufficiently efficient as to completely oxidize all soot available.
Experiments, however, indicated small amounts of soot emitted
under the part load conditions examined. Optical measurements
~@7,8#! have shown that soot-abundant regions are present at the
relatively cold combustion chamber walls, mainly in the bowl, at
early stages of the combustion process. The objective of this paper
is to investigate the influence of wall heat transfer on the soot
oxidation process. This is done in the framework of the RIF model
by introducing an additional term—the enthalpy defect—in the
flamelet temperature equation, which is directly coupled to the
total convective wall heat transfer calculated in the computational
fluid dynamics~CFD! code.

The mathematical basis of the RIF model, its interaction with
the CFD code, KIVA-3V, and the chemistry model will be dis-
cussed in the first section of the paper. Next, the experimental
setup, relevant engine data, and the operating conditions will be
outlined. Finally, preceding the conclusions of the study, simula-
tions applying the extended model will be compared to part load
experimental data performed on a single-cylinder version of the
FORD DIATA diesel engine equipped with a first-generation
Bosch common-rail injection system.
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The Representative Interactive Flamelet„RIF … Model

Flamelet Code. As mentioned in the Introduction, the RIF
model is based on the laminar flamelet concept. In order for it to
be applicable, the chemical time scales have to be very small
compared to the turbulent ones and the reaction zone has to be
much smaller than the size of a Kolmogorov eddy, ensuring the
inner structure of the flamelet to remain undistorted by turbulence.
The governing equations for species and temperature are trans-
formed by relating them to a conserved scalar, the mixture frac-
tion, denotedZ. The mixture fraction ranges between zero and
one, corresponding to pure oxidizer and fuel, respectively. The
iso-surface of stoichiometric mixture fraction, denotedZst , de-
fines the location of the flame surface. Scalar profiles, given as
functions of the mixture fraction, are assumed to be attached to
the flame surface. This enables statistical moments of reactive
scalars to be obtained from the statistical distribution of the con-
served scalar. Hence, it is not necessary to solve separate transport
equations for the chemical species in the CFD code.

The definition of the mixture fraction employed here is gov-
erned by the following transport equation~@9#!:
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wherer is the density,va the flow velocity, andDZ the diffusion
coefficient of the mixture fractionZ. DZ can in principle be cho-
sen arbitrarily, but it can be shown that the flamelet temperature
equation can be considerably simplified ifDZ is set equal to the
thermal diffusivity. It should be noted that this definition ofZ is
different from that resulting from the Schvab-Zeldovich formal-
ism, which would only allow Lewis numbers equal to unity for all
species in the flamelet equations. Hence differential diffusion can
be considered using the current concept, which has been discussed
at length by Pitsch and Peters@10#.

Following the technique described by Peters@2#, the following
flamelet equationscan be derived, assuming unity species Lewis
numbers, Lei .
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where terms containing derivatives ofZ in directions nonperpen-
dicular to the flame front have been neglected, since they are
small to leading order.N is the number of chemical species,p is
the pressure,T is the temperature,cpi , ṁi , hi , andYi are the heat
capacities at constant pressure, the chemical production terms, the
enthalpies, and the mass fractions of speciesi, respectively. The
temperature equation has two source terms—due to radiation,q̇R ,
and due to wall heat losses the flamelet may be exposed to,q̇Dh .
Radiation is calculated according to the following expression:

q̇R524ssT
4~ap,CO2

pCO2
1ap,H2OpH2O1ap,sf v! (4)

wheress is the Stefan-Boltzmann constant,ap,CO2
, ap,H2O , and

ap,s are the radiation coefficients for CO2 , H2O, and soot, respec-
tively. pCO2

andpH2O , designate the partial pressures for CO2 and
H2O, respectively.f v is the soot volume fraction. The radiation
coefficient for soot was taken from Hubbard and Tien@11# and the
ones for CO2 and H2O from Müller @12#. The enthalpy defect,
q̇Dh , accounting for the flamelet heat losses is calculated as

q̇Dh
l ~Z!5a l~Tl~Z!2Twall! (5)

wherea is the heat transfer coefficient pertaining to flameletl and
Twall is the wall temperature. Interactions between soot-containing
regions and the wall primarily occurs at the bowl lip, where the
temperature was estimated to be 520 K under the conditions in-
vestigated here. Spatial variations of the piston wall temperature
were not considered in the present study. The flamelet temperature
distribution overZ is given byTl(Z). The heat transfer coefficient
appearing in Eq.~5! is calculated from the following expression
~see Appendix!:

a l5
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r
~Tl~Z!2Twall!P̃dZdVw

(6)

where it has been assumed that the heat transfer coefficient is
independent ofZ. Q̇WHF

l is the total wall heat transfer ascribed to
flamelet l. Ĩ l , P̃, andVw is the probability of finding flameletl,
the mixture fraction probability density function~PDF!, and the
volume of the mixture close to the wall, respectively. The flamelet
wall exposure is determined by solving transport equations for
marker particles representing elements of fluid, to which the
flamelets are attached. This will be further discussed in the next
section.

The parameter,x, appearing in the flamelet equations is the
scalar dissipation rate, which describes the impact of the turbulent
flow field on the laminar flamelet. It is defined as

x52DZS ]Z

]xa
D 2

. (7)

This is a difficult quantity to extract from a calculation of a tur-
bulent flow, since it requires knowledge of the instantaneous value
of Z. Furthermore, it is important that the gradual homogenization
of the mixture is reflected in the scalar dissipation rate~@13#!. An
expression derived by Pitsch@9#, accounting for the displacement
of the boundaries in mixture fraction space, was employed in this
study to obtain the conditional averaged scalar dissipation rate
used in the flamelet equations:

(8)

where it has been assumed that the left-hand boundary remains
fixed at Z50. The ensemble average of the conditional scalar
dissipation rate at stoichiometric mixture is calculated from the
following expression:

^xst&5
x̃

E
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Z51 f ~Z!

f ~Zst!
P̃~Z,x,t !dZ

(9)

wherex̃ is modeled according to Jones and Whitelaw@14#:

x̃5cx

«̃

k̃
Z92̃ (10)

where «̃, Z92̃, k̃, is the turbulent dissipation, mixture fraction
variance, and turbulent kinetic energy, respectively. The constant
cx expresses the time scale ratio for dissipation of scalar and
velocity fluctuations. A value of 2.0 forcx is used in the current
study.

The pressure, the mean conditional scalar dissipation rate at
stoichiometric mixture, and the enthalpy defect constitute the
flamelet parameters, required in order to solve the flamelet
equations.
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Computational Fluid Dynamics „CFD… Code. In this inves-
tigation the KIVA-3V code was used to solve the governing equa-
tions for the turbulent, reactive two-phase flow. A detailed docu-
mentation of the computer program is contained in a series of
manuals~@15–18#!. The k–« turbulence model was employed in
the current study. KIVA-3V was modified such that an equation
for the total specific enthalpy, including species heat of formation,
is solved instead of the specific internal energy. The temperature is
solved for iteratively via the species mass fractions. The specific
enthalpy equation appears in the following form:

r̄
Dh̃

Dt
5

Dp

Dt
1¹•S m t

Sct
¹h̃D1 r̄ «̃1Q̇s̃1q̇R̃ (11)

wherer, h, p, m t , Sct , and« is the density, enthalpy, pressure,
turbulent dynamic viscosity, turbulent Schmidt number, and tur-

bulence dissipation, respectively.Q̇s̃ and q̇R̃ are the Favre aver-
ages of the source terms due to spray and radiation. It should be
noted that, as opposed to the case of considering the internal en-
ergy, no transport equations for the turbulent mean values of the
species need to be solved in order to compute the heat flux vector.

If several flamelets are present in the calculation, additional
transport equations are solved for marker particles representing
fluid elements attached to the individual flamelets. This allows the
flamelets to be followed in their path through the turbulent flow
field. The transport equations have the following appearance:

]~ r̄ Ĩ l !

]t
1¹•~ r̄ Ĩ l ṽ !2¹•S r̄

m t

Scl
¹ Ĩ l D50 (12)

assuming molecular diffusion to be negligible compared to the
turbulent one. A complete derivation of this equation is given by
Barths et al.@19#. m t is the turbulent viscosity and Scl is the
turbulent Schmidt number.I l is the Favre averaged mass fraction
of particle l within the total number of particles,nl .

Since Ĩ l expresses the probability of finding flameletl at loca-
tion x and timet in the combustion chamber, the condition

(
l 51

nl

Ĩ l51 (13)

holds everywhere.
Turbulent mean values of the species mass fractions are calcu-

lated by summing up the solutions pertaining to the various flame-
lets, weighted by the probability of finding a flamelet at that lo-
cation in the flow field. Mathematically, this is expressed as

Ỹi~x,t !5(
l 51

nl

Ĩ l~x,t !•S E
0

1

Yi ,l~Z,x̃Z,l ,t !P̃~Z;x,t !dZD (14)

whereP̃(Z) is the Favre averaged mixture fraction PDF, describ-
ing the statistics of the conserved scalar in the turbulent flow field,
andx̃Z is short for^xuZ&. Girimaji @20# has shown that theb PDF
is appropriate in capturing the nature of the relevant mixing pro-
cesses in non-premixed combustion. This function has the attrac-
tive feature of being fully determined by its first two moments,Z̃
andZ92̃. It has the following mathematical form:

P̃~Z!5
Za21~12Z!b21

I
(15)

whereI is the normalization factor

I 5E
Z50

Z51

Za21~12Z!b21dZ5
G~a!G~b!

G~a1b!
(16)

with the parameters

a5Z̃F Z̃~12Z̃!

Z92̃
21G (17)

b5~12Z̃!F Z̃~12Z̃!

Z92̃
21G . (18)

Since the turbulent mean values of the mixture fraction and its
variance are needed in order to obtainP̃(Z), transport equations
for these have to be solved in the CFD code. They have the fol-
lowing form:

]~ r̄Z̃!

]t
1

]~ r̄ ṽaZ̃!

]xa

5
]

]xa
S m t

ScZ̃

]Z̃

]xa
D 1 r̄̇s (19)

]~ r̄Z92̃!

]t
1

]~ r̄ ṽaZ92̃!

]xa

5
]

]xa

S m t

ScZ92̃

]Z92̃

]xa

D 12
m t

ScZ92̃
S ]Z̃

]xa
D 2

2 r̄ x̃. (20)

Here Scz̃ and ScZ92̃ are the turbulent Schmidt numbers forZ̃ and
Z92̃, respectively. In the current study both were set equal to 0.9.

Figure 1 illustrates how the flamelet code, solving the previ-
ously presented flamelet equations, interacts with the KIVA-3V
program. The parameters needed to solve the flamelet equations,
i.e., the mean conditional scalar dissipation rate at stoichiometric
mixture, the mean pressure, and the enthalpy defect are calculated
in every time-step of the CFD code and provided to the flamelet
code. In addition to this, the enthalpy level in the flamelet has to
be initiated the first time the flamelet code is called from the CFD
code. The flamelet code produces laminar flamelet profiles, which
are functions ofZ only. Turbulent mean values are calculated
through the procedure described above, i.e., weighting with the
mixture fraction PDF, and are subsequently used to calculate the
turbulent mean value of the temperature via an iterative procedure
as indicated. The turbulent mean values of species, temperature,
and heat capacity are finally fed back to the CFD code, which
completes one computational time-step. The time-steps in the
flamelet code are determined by the chemical activity, and are
made sufficiently small to resolve the fastest chemical processes.
During ignition, for example, a time-step in the flamelet code is
typically the order of hundered times smaller than the time-step in
the CFD code.

Chemistry Model
In the reaction mechanism for n-decane used in the current

work, the C12C2 as well as the oxyhydrogen~O/H! chemistry
was mainly taken from Baulch et al.@21#. The low-temperature
kinetics have been taken from Benson@22# and Chevalier et al.
@23#. In developing a reaction mechanism for
a-methylnaphthalene, Shaddix et al.@24# used the power of anal-
ogy arguing that its oxidation proceeds in a manner similar to that
of toluene (C7H8) for which the reaction mechanism is known
~@25#!. Pitsch et al. @26# reduced the starting mechanism for
a-methylnaphthalene and combined it with the reduced mecha-

Fig. 1 Interaction between flamelet code and CFD code
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nism for n-decane. This combined mechanism is the basis for the
one employed in the current work. The NOx-mechanism used in
the current study was taken from@27# and integrated into the
combined reaction mechanism of n-decane and
a-methylnaphthalene. It accounts for thermal, prompt, and nitrous
oxide contributions to NOx formation, as well as NOx reburn by
hydrocarbon radicals and amines (NHx).

The chemistry describing the formation of benzene was taken
from Frenklach and Warnatz@28# and Miller and Melius@29#, who
included a pathway via propargyl (C3H3). The formation of ben-
zene is followed by an H-abstraction/C2H2-addition sequence.
This process is described in the chemistry of the gas phase up to
the fourth aromatic ring. The second step in the soot model is the
further growth of these small PAH. Since accounting for all pos-
sible structures of the resulting PAH would become computation-
ally prohibitive applying standard numerical techniques, a statis-
tical description referred to as linear lumping was proposed by
Frenklach@30#. This method is based on the assumption that the
growth of the PAH can approximately be described as a polymer-
ization divided into polymerization steps consisting of a sequence
of identical reactions. In one polymerization step the first PAH is
thermodynamically always the most stable. Frenklach proposed
solving transport equations for the PAH moments.

The first soot particles are formed when two polycyclic-
aromatic hydrocarbons~PAH! coagulate. This is designated par-
ticle inception. The further growth due to coagulation, condensa-
tion of PAH onto the surface of the particles, and heterogeneous
surface growth as well as oxidation by molecular oxygen and OH
radicals is to a large extent fully analogous to that of the PAH.
Hence, a statistical approach is used to solve for the size distribu-
tion of the soot particles@31,32#. Transport equations for the first
two moments, representing particle number density and soot vol-
ume fraction, are solved in the flamelet code.

Figure 2 displays the source terms~oxidation not included! to
the first soot moment as a function of time resulting from a simu-
lation of the combustion process in a DI diesel engine under the
conditions investigated in the current study. Injection started at 2.0
deg before top dead center~TDC! and the first soot starts to form
in small amounts at approximately 2.0 deg after TDC. The source
term due to particle coagulation has been omitted, since this pro-
cess does not contribute to the growth in soot volume fraction, and
is thus equal to zero at all times. It is seen that, apart from the
initial phase of particle inception, condensation of PAH onto the
soot particle surface is the dominating process. It should be em-

phasized that this process is treated separately from surface
growth in the current model. Figure 3 shows the total soot as a
function of engine crank angle and the source terms owing to
oxidation by OH radicals and molecular oxygen, respectively. The
figure clearly demonstrates that oxidation by OH radicals is the
dominating process under conditions relevant for diesel engine
combustion.

Experiments
Experiments were performed on a single-cylinder version of the

FORD DIATA engine, which is a small-bore DI diesel engine
equipped with a Bosch common rail injection system capable of
producing a maximum injection pressure of 1350 bar. Basic en-
gine data is summarized in Table 1. Part load investigations at
approximately 13–14 percent of full load—equivalent to 3 bar
indicated mean effective pressure~IMEP!—varying the rail pres-
sure at a constant EGR rate~30 percent! and SOI~2 deg before
TDC! were conducted in order to validate the model. The operat-
ing conditions are compiled in Table 2. The cylinder pressure was
measured with a flush mounted quartz sensor from Kistler~type
6061B!, NOx using a chemiluminescent detector~CLD! ~Thermo
Electron Corporation, Environmental Instruments Model 10!, and
for soot a 415 smokemeter from AVL was used. EGR was con-
trolled by manually operating a valve.

The rate of injection is a very important input to the spray
model. Therefore, measurements in an injection rate meter were
performed at conditions corresponding to the relevant part load
operating point. Figure 4 shows the measured injection rate pro-

Fig. 2 Soot source terms as a function of engine crank angle
in a direct-injection diesel engine

Fig. 3 Source terms owing to oxidation through OH-radicals
and molecular oxygen, respectively. Additionally, total soot ver-
sus engine crank angle is shown in a case of not including any
source term in the temperature equation accounting for flame-
let heat losses.

Table 1 Engine specifications

Engine Single-cylinder FORD DIATA
Displacement 300 cc
Bore 70.0 mm
Stroke 78.0 mm
Connecting rod 132.6 mm
Compression ratio 19.5
No. of valves 4
Injector nozzle 6-hole
Nozzle hole diameter 0.124 mm
Hydraulic flow rate 250@cm3/~30 s! at 100 bar#
Spray cone angle 150 deg
Injector protrusion 1 mm
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files corresponding to rail pressures of 600, 800, and 1000 bar,
respectively. The back pressure was 50 bar. These shapes were
used as input in the simulations to be presented.

The thermophysical properties of the two-component fuel used
in the simulations are very similar to those of diesel. The densities
of the model fuel and diesel are 817 kg/m3 and 840 kg/m3, respec-
tively. Cetane numbers are also similar, 53 for diesel and 56 for
the two-component fuel. Barths et al.@33# showed that the two-
component model fuel displays very similar performance and
emission characteristics to diesel.

Results and Discussion
In the following, the results of the numerical analysis will be

presented and compared with the measured data on cylinder pres-
sure, apparent heat release rate, NOx , and soot. Due to the cen-
trally located, vertical injector equipped with a 6-hole nozzle, only
a 60-deg sector of the combustion chamber was simulated. This
provided a significant saving in the total computational effort.
Figure 5 shows the computational grid employed in the simula-
tions. The grid resolution is 0.9 mm, 3.5 mm, and 3.3 deg in the
radial, axial, and azimuthal directions, respectively. Three differ-
ent rail pressure were tested: 600, 800, and 1000 bar. Figures
6–11 show the pressure traces and heat release rates for the dif-
ferent cases. As one would expect, the greatest heat release rate is
observed for the high-pressure case.

Interestingly, there is no significant difference in ignition delay
between the three cases. Higher injection pressures produce finer
sprays and overall leaner mixtures. Hence, when the mixture auto-
ignites more mixture at stoichiometric is available in the high-
pressure case. The fact that the mixture is more homogeneous at
higher injection pressures has important implications for the soot,
as displayed in Fig. 12. The low soot emissions at higher injection
pressures are a result of less formation, which is clearly demon-

Fig. 4 Injection rates at part load corresponding to various rail
pressures. The measurements were performed using an EVI
injection rate meter. Crank angles apply to an engine speed of
2000 rpm.

Fig. 5 Computational grid used in the simulations

Fig. 6 Pressure trace 600 bar case

Fig. 7 Heat release 600 bar case

Table 2 Part load operating conditions

Engine speed 2000 rpm
Fuel diesel
Injected fuel mass 5.0 mg
Trapped mass 350 mg
Global equivalence ratio 0.25
EGR rate 30%
Start of injection~ATDC! 22
Injection duration 6.0, 7.0, 8.0°
Intake valve closing~IVC! 2150° ATDC
Exhaust valve opening~EVO! 160° ATDC
Rail pressures 600, 800, 1000 bar
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strated by Fig. 13. The computations suggest a more modest de-
crease in soot with increasing injection pressure than that ob-
served in the experiments. Regarding the other pollutant
considered here, it may appear counter-intuitive that NOx , also,
decreases with increasing injection pressure, as seen in Fig. 14.
However, studying the heat release traces, shown in Figs. 7, 9, 11,
it can be concluded that the combustion duration gets shorter as
the injection pressure increases, i.e., the residence time at high
temperature is reduced. Although the peak heat release rate is
greater at higher injection pressures, normally leading to more
NOx , the reduction in combustion duration can not be compen-
sated for. This simultaneous reduction of NOx and soot is one
example of the ample potential of a common-rail injection system.
It should, however, be noted that more energy is required to op-
erate the high-pressure fuel pump the higher the injection pressure
gets, which is reflected in a higher overall fuel consumption.

Whereas the computational results are given in units of gram
soot per kg fuel, i.e., soot emission index~SEI!, the experimental
data was obtained in units of filter smoke number~FSN!. Nor-
mally, smoke numbers are converted to soot concentrations in
units of mg/m3 applying some correlation~@34#!.

Fig. 8 Pressure trace 800 bar case

Fig. 9 Heat release 800 bar case

Fig. 10 Pressure trace 1000 bar case

Fig. 11 Heat release 1000 bar case

Fig. 12 Comparison of measured and predicted soot
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Due to the uncertainties in these correlations at the low soot
concentrations considered here, such a conversion was not found
meaningful here.

In the following, spatial distributions of the temperature and
some relevant scalars will be shown in a plane cutting through the
spray as indicated in Fig. 15. Figures 16 and 17 display the dis-
tributions of temperature and NOx at the crank angle correspond-
ing to maximum heat release rate~9 deg ATDC, compare Fig. 9!.
The figures show the expected close correlation between high-
temperature regions and high concentrations of NOx . An impor-
tant observation is that NOx is produced in a diffusion-controlled
flame under close to stoichiometric conditions. Hence, it would
appear incorrect to relate it to a premixed burn, which is some-
times seen in the literature.

Fig. 13 Soot versus degree crank angle at different injection
pressures, EEGR rate Ä30% and SOIÄ2ATDC

Fig. 14 Comparison of measured and predicted No x

Fig. 15 Cutplane through spray. Spatial distributions of tem-
perature and some selected scalars will be shown in this plane.

Fig. 16 Spatial distribution of temperature at the cutplane
given by Fig. 15 at the crank angle of maximum heat release
rate

Fig. 17 Spatial distribution of No x in the cutplane given by Fig.
15 at the crank angle of maximum heat release rate
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Figures 18 and 19 show the distributions of soot and OH at the
crank angle of maximum soot concentration. Soot is formed in
locally rich regions of relatively high temperature. The figures
indicate that soot and OH radicals, which are primarily respon-
sible for oxidizing the soot, coexist spatially at the crank angle
corresponding to the maximum abundance of soot in the cylinder,
11 deg ATDC. This is in agreement with experimental data ob-
tained from laser sheet imaging performed by Dec@35#.

In the simulations performed here, wall flamelets were initiated
continuously starting at a crank angle when burning, soot-
abundant mixture with a volume equal to approximately 4 percent
of the total cylinder charge had reached the combustion chamber
wall. These regions are located close to the bowl lip. The resi-
dence time at the wall is accounted for by solving transport equa-
tions in the CFD code for marker particles representing the indi-

vidual flamelets. Figure 20 shows the histories of the soot
emission index~SEI! for the individual flamelets present in the
calculation in the 1000 bar case. Applying more than eight flame-
lets did not lead to any significant changes in the soot predictions.
In the case illustrated, excluding the eighth flamelet would only
involve a 0.4 percent change in total predicted engine-out soot. It
is interesting to note that the largest flamelet, containing almost 90
percent of the total cylinder volume, is only responsible for a very
small fraction of the total soot emitted—approximately equivalent
to what would have been predicted with no enthalpy defect
present in the analysis. Due to its large volume and limited wall
exposure, the enthalpy defect of this flamelet is very small. Soot
oxidation in the regions covered by this flamelet proceeds very
efficiently. Figure 21 shows the in-cylinder soot concentration ver-
sus crank angle applying the new model compared to the previous
model not accounting for the wall heat losses. It is apparent that
the old model essentially predicts complete oxidation of the soot
formed. Hence, the analysis suggests that, for the part load oper-
ating point investigated here, flamelet wall quenching is a main
contributor to the observed soot emissions. In cases where the
in-cylinder density is higher, or in large-bore heavy-duty engines,
the interaction of burning mixture with walls is not as strong, and

Fig. 18 Spatial distribution of soot in the cutplane given by
Fig. 15 at the crank angle of maximum cylinder soot concentra-
tion

Fig. 19 Spatial distribution of OH in the cutplane given by Fig.
15 at the crank angle of maximum cylinder soot concentration

Fig. 20 Soot histories for individual flamelets applying a mul-
tiple wall flamelet strategy. Injection pressure: 1000 bar, EGR
rate 30%, start of injection 2 deg before TDC.

Fig. 21 In-cylinder soot versus engine crank angle comparing
previous model with extended model accounting for wall heat
losses
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consequently the effects addressed in the current analysis are ex-
pected to be less pronounced. Experience has shown that the pre-
dictions of engine-out NOx are relatively accurate, provided that
the heat release is captured correctly. A major uncertainty in the
model is in the prediction of the formation of NO2 from NO.
However, this does not influence the predictions of total NOx .
Regarding the soot predictions, it is difficult to estimate the error
in the predictions, since no quantitative comparison could be un-
dertaken as discussed above. Nevertheless, the results shown con-
firm that the model yields the correct qualitative response to
changes in the operating conditions investigated in the present
study.

Conclusion
Combustion at part load in a small-bore DI diesel engine was

modeled using the representative interactive flamelet model. By
realizing that combustion in a conventional diesel engine takes
place in thin, locally one-dimensional flamelets whose chemistry
is fast, the numerical effort associated with the treatment of the
chemistry can be separated from that of the turbulent flow. This
enables the approach to incorporate chemistry of arbitrary com-
plexity without sacrificing the accuracy with which the fluid dy-
namics is treated. KIVA-3V was used to solve the governing equa-
tions of the turbulent reactive two-phase flow.

In view of the substantial interaction between regions of burn-
ing mixture and the combustion chamber walls in the investigated
small-bore engine, the objective of the current study was to ana-
lyze the influence of wall heat transfer on engine-out soot emis-
sions. For this purpose a new flamelet parameter, the enthalpy
defect, was introduced in the model. It was shown that the en-
thalpy defect can be directly linked to the total wall heat loss
calculated in KIVA-3V.

Applying the model to simulate a part load operating point in
the small-bore FORD DIATA engine varying the injection pres-
sure confirmed the ability of the RIF model to accurately predict
ignition delay, peak cylinder pressure, and apparent heat release
rate. Regarding the emissions, the model was able to capture the
nonconventional behavior of simultaneous reduction of NOx and
soot displayed when applying common-rail technology. Further-
more, the analysis suggests that, for the part load operating point
investigated, flame quenching at relatively cold combustion cham-
ber walls, mainly located close to the bowl lip, is responsible for
the bulk of the emitted soot. The effect is likely to be less signifi-
cant in engines of larger bore.

Nomenclature

Acronyms

CFD 5 computational fluid dynamics
CLD 5 chemiluminescent detector

DI 5 direct injection
DIATA 5 direct injection aluminum through-screw assembly

EGR 5 exhaust gas recirculation
FSN 5 filter smoke number

HSDI 5 high-speed direct injection
IMEP 5 indicated mean effective pressure
PAH 5 polycyclic-aromatic hydrocarbons
PDF 5 probability density function
RIF 5 representative interactive flamelet
SEI 5 soot emission index
SOI 5 start of injection

TDC 5 top dead center

Variables

a l 5 heat transfer coefficient of flameletl ~W•m23
•K21!

x 5 scalar dissipation rate~s21!
cpi 5 spec. heat capacity for speciesi ~J•kg21

•K21!
DZ 5 diff. coefficient for mixture fraction,Z ~m2

•s21!
« 5 turbulent dissipation~m2

•s23!

q̇Dh 5 enthalpy defect~J•m23
•s21!

hi 5 specific enthalpy of speciesi ~J•kg21!
Ĩ l 5 flamelet probability

Lei 5 Lewis number for speciesi
ṁi 5 chemical production rate for speciesi ~kg•s21!
m t 5 turbulent dynamic viscosity~kg•m21

•s21!
p 5 pressure~Pa!

q̇R 5 heat loss due to radiation~J•m23
•s21!

Q̇WHF 5 vol.-integr. wall heat transf. per unit time~J•s21!
Q̇WHF

l 5 vol.-integr. wall heat transf. per unit time of flamelet
l ~J•s21!

r 5 density,~kg•m23!
T 5 temperature~K!
k 5 turbulent kinetic energy~m2

•s22!
Tl(Z) 5 flamelet temperature overZ ~K!

va 5 component ina-direction of the velocity~m•s21!
xa 5 a-component of spatial coordinatex ~m!
Yi 5 mass fraction of speciesi
Z 5 mixture fraction

Zst 5 mixture fraction at stoichiometric mixture
Z92̃ 5 mixture fraction variance

Constants

cx 5 time-scale ratio for scalar dissipation and velocity
fluctuations, 2.0

Scl 5 turbulent Schmidt number in the transport equation
for the flamelet marker particles, 0.9

Sct 5 turbulent Schmidt number, 0.9
ScZ̃ 5 Schmidt number in the transport equation for the tur-

bulent mean value of the mixture fraction, 0.9
ScZ92̃ 5 Schmidt number in the transport equation for the tur-

bulent mean value of the mixture fraction variance,
0.9

Appendix

Introducing an Enthalpy Defect to Account for Wall Heat
Transfer. Assuming unity Lewis numbers, the following equa-
tion can be derived for the enthalpy in the flamelet:

r
]hZ

]t
2r

x

2

]2hZ

]Z2 2
]p

]t
50 (21)

where the subscriptZ on the enthalpy is used in order to empha-
size that this enthalpy originates from the flamelet solution and is
a function of the mixture fraction only. This will be shown later to
have an important implication. In Eq.~21! the source term due to
radiation has been neglected only for the purpose of making the
discussion to follow more transparent.

The transport equation for the turbulent mean value of the en-
thalpy, neglecting radiation, is

r̄
Dh̃

Dt
5

Dp

Dt
1¹•S m t

Sct
¹h̃D1 r̄ «̃1Q̇s̃ (22)

wherep is the mean pressure,« is the viscous dissipation, andQ̇s
is the source term due to evaporation. The tilde sign designates
Favre averages.m t and Sct is the turbulent dynamic viscosity and
the Schmidt number, respectively. In the current analysis focus
will be on processes that are of importance at times when there is
little or no evaporation. Heat loss due to viscous dissipation~the
third term on the right-hand side of Eq.~22!! can safely be ne-
glected for the purpose of this discussion. In the following it will
be shown how the remaining wall heat flux can be accounted for
by introducing an additional source term in the flamelet enthalpy
equation. The enthalpy equation becomes

r
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where q̇Dh expresses a heat loss per unit volume and time. The
equivalent transport equation for the Favre-averaged turbulent
mean can be derived from Eq.~23! by considering the transport
equation for the mixture fraction probability density function
~PDF!:

r̄
] P̃

]t
1 r̄ ṽ•¹ P̃5¹•~ r̄D¹ P̃!2

1

2

]2

]Z2 ~ x̃ZP̃! (24)

whereD is the sum of the turbulent and molecular diffusion co-
efficients. x̃Z denotes the ensemble averaged conditional scalar
dissipation rate, which is often found in the literature written as
^xuZ&. Following the procedure described by Peters@36#, Eq.~24!
is multiplied byhZ , obtained from the flamelet solution, and in-
tegrated over the mixture fraction space.hZ may be moved under-
neath all spatial derivatives.
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]Z2 ~ x̃ZP̃!dZ (25)

Assuming that both the value ofx̃ZP̃ and its derivative are zero at
both limits of the integral~@37,38#!, the last term in Eq.~25! can
be transformed applying partial integration twice. Hence,
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(26)

The last term on the right-hand side of Eq.~26! is identified as the
diffusion term in the flamelet equation, which leads to the follow-
ing expression:
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q̇DhD P̃dZ. (27)

Here it is implied that the scalar dissipation rate used in the flame-
let equations is equal to the conditional scalar dissipation rate as
featured in the mixture fraction PDF transport equation. Rearrang-
ing and simplifying Eq.~27! it is cast in its final form, assuming
zero pressure gradients, following the low Mach number approxi-
mation:

r̄
Dh̃Z

Dt
5

Dp

Dt
1¹•~ r̄Dt¹h̃Z!1 r̄E

0

1 1

r
q̇DhP̃dZ. (28)

As mentioned already, the enthalpy calculated in the flamelet,hZ
is a function ofZ. Since there is no diffusion of the conserved
scalar across the boundaries of the computational domain, inte-
grating Eq.~28! over the whole volume will yield zero for the
second term on the right-hand side, representing the enthalpy dif-
fusion. Comparison with the volume-integrated enthalpy equation
solved in the CFD code~Eq. ~22!!, neglecting the contributions
from viscous dissipation and evaporation, will force the following
equality:

(29)

where Gauss’ theorem has been used to convert the volume inte-
gral into a surface integral. The integral on the left-hand side is
equal to the global wall heat flux per unit time,Q̇WHF . Vw repre-
sents the volume of the wall regions. Extending the current analy-
sis to allow for multiple flamelets is straightforward. The global
heat flux per unit time,Q̇WHF is distributed overnl flamelets used
to represent the combustion chamber based on their relative wall
mass fraction. Withnl flamelets included in the analysis, the fol-
lowing entity holds:

Q̇WHF5(
1

nl

Q̇WHF
l (30)

where superscriptl is used to represent the flamelets. Considering
an individual flamelet, Eq.~29! now takes the form

Q̇WHF
l 5E

Vw

r̄ Ĩ lE
0

1 1

r
q̇Dh

l ~Z!P̃dZdVw . (31)

Ĩ l is the probability of finding flameletl at the wall. The heat flux
transferred to the wall is given by the following expression:

q̇Dh
l ~Z!5a l~Tl~Z!2Twall! (32)

wherea is the heat transfer coefficient pertaining to flameletl and
Twall is the wall temperature. Inserting Eq.~32! into ~31! and
rearranging, it is possible to determine the flamelet heat transfer
coefficient:

a l5
Q̇WHF

l

E
Vw

r̄ Ĩ lE
0

1 1

r
~Tl~Z!2Twall!P̃dZdVw

(33)

where it has been assumed that the heat transfer coefficient is
independent ofZ.
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